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In our last episode…
• Four pillars of high-contrast imaging 

• Adaptive optics —> put the light back inside the Airy 
pattern of the telescope, reduce brightness of speckles 

• Coronagraphy —> reduce the amount of starlight on the 
whole detector, or in a chosen zone 

• Observing strategy —> induce some kind of diversity 
between the planetary signal and the residual stellar 
speckles 

• Image processing —> subject of today’s lecture



Outline

I. Direct detection: why and how? 

II. High contrast imaging 
I. Coronagraphy 

II. Observing strategies 

III. Image processing 

III. Main results from high-contrast imaging



Getting rid of 
speckles 

3. Image processing



Principle of post-processing
• Use [angular/spectral/other]  

diversity to build best possible  
reference PSF, and subtract it  
from the data 
• best reference PSF may vary from  

frame to frame 

• results in a « residual cube » of  
images (2D images vs angle or  
wavelength) 

• Use residual cube to perform detection 
• standard method: derotate and combine residuals to produce final image,  

in which the signal-to-noise ratio is measured locally and used for detection 

• more advanced: use time evolution in residual cube + advanced statistical tools

residual cube



The LOCI algorithm
• Locally Optimized 

Combination of Images 

• Goal: make best use of a 
set of reference images 
• Express reference PSF as 

linear combination of all 
individual frames  
(e.g. in an ADI data cube) 

• Least squares problem: 
solve a linear system to 
minimize residuals

ref PSF
individual 

frames

coefficients to be  
determined

target PSF

pixels

to be  
minimized



LOCI working with ADI



Practical use of LOCI
• To be applied locally because correlation between 

frames expected to depend on position 
• Optimize LOCI coefficient on « optimization » zone 

• Perform PSF subtraction on « subtraction » zone 

• Optim. zone > subtr. zone to avoid planet signal subtraction



Pros and cons of LOCI
• Several free parameters 

+ Can be fine tuned to any particular data set 

− Not very straightforward to use 

− Strong self-subtraction of planetary signal 
• LOCI tries to remove everything → bias on photometry 

• Can be evaluated with fake companions, or mitigated by 
introducing even more parameters (masking) 

− CPU intensive



Principal Component 
Analysis (PCA)

• Method to reduce the dimensionality of a data set 
• try to explain data with a smaller number of independent variables 

• Application to direct imaging 
• build an orthogonal basis of images to represent the science images 
• truncate the basis (= create low-rank subspace) to build reference PSF



PCA with images

1) start with 1000 faces, 64x64 pixels each

https://towardsdatascience.com/eigenfaces-recovering-humans-from-ghosts-17606c328184

https://towardsdatascience.com/eigenfaces-recovering-humans-from-ghosts-17606c328184


PCA with images

reshape images into vectors —> new matrix X (N × D2)



PCA with images
2) subtract mean  
(shown here as 2D image… spooky!)

3) compute eigenfaces 
V, using e.g. SVD

V = orthogonal basis  
of images



Singular Value 
Decomposition

= × ×N

D2

X U S VT

Columns of V (= lines of VT) are principal directions / axes. 
Here, they correspond to images (‘eigenfaces’).

diagonal matrix, with 
eigenvalues sorted by 

decreasing value

N

D2



PCA with images

here using 50 eigenfaces: reconstruct the main traits without the details

4) Project individual faces on eigenfaces and sum  
(—> weighted combination of eigenfaces)



PCA with images

100 eigenfaces: more details

4) Project individual faces on eigenfaces and sum  
(—> weighted combination of eigenfaces)



PCA with images

250 eigenfaces: most details now included

4) Project individual faces on eigenfaces and sum  
(—> weighted combination of eigenfaces)



PCA with images

… and 1000 eigenfaces: back to original pictures!

4) Project individual faces on eigenfaces and sum  
(—> weighted combination of eigenfaces)



The maths of PCA
• Subtract mean (M) from data set (D): X = D − M 

• Compute principal directions (aka eigenvectors) using SVD 
• X = USVT, with V the principal directions / axes 

• V can also be computed as eigenvectors of covariance XXT matrix

= × ×N

D2

X U S VT

diagonal matrix, with 
eigenvalues sorted by 

decreasing value

N

D2



The maths of PCA
• Choose first K eigenvectors in V → VK 

• truncated basis will capture only the features that are most common in the images 

• if planet diversity (movement) is large enough, and K is low enough, it will not be 
captured

= × ×N

D2

X U S VT
K

K

K

K

diagonal matrix, with 
eigenvalues sorted by 

decreasing value

N

D2



The maths of PCA
• Project data onto these principal directions 

• The projections PK = X VK (= UK SK) are the first K principal components, telling how much 
of each eigenvector is needed to reproduce a given image in X 

• The reconstruction XK = UK SK VKT is our PCA-truncated estimation of the PSF, 
to be subtracted from each individual frame to remove (quasi)static features

= × ×

D2

U S VT

diagonal matrix, with 
eigenvalues sorted by 

decreasing value

N

D2

N

K

K

K

K

XK
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Figure 2.3: Full-frame ADI-PCA post-processing of a VLT/NACO (in
AGPM mode) including intermediary frames. Top row shows
the first five input frames. Second row, from top to bottom,
presents the first five singular vectors (when reshaped into im-
age space) of the matrix formed by vectorizing the images in the
ADI sequence. Third row shows the frames reconstructions (low-
rank approximations), when projected onto the first five princi-
pal components. These are the reference PSFs corresponding to
each frame in the top row. Bottom row shows the residuals after
subtracting the reference PSFs from the input frames, shown in
the top row.

Reconstruct PSF of (mean-subtracted) image as projection onto low-rank subspace 
(= first K principal components), hoping that moving planet will not be captured.

projection

reconstruction (sum)

subtraction

frames

eigenimages

model PSFs

residuals

(note: here the data is not mean-subtracted —> first eigenimage contains mostly the mean)

SVD



Pros and cons of PCA
+ Can be applied to whole image at once 

+ CPU time can be drastically reduced! 

− In practice, annulus-wise version is generally better 
because of radial structure of noise 

− Self-subtraction reduced, but still present 
+ Reduced bias wrt LOCI, generally more linear 

− Fake companion injection still needed to recover flux  
(can also be handled by forward modeling)



Last step: detection

where do we 
go from here?



SNR map
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Figure 2.1: Circular apertures used for the S/N calculation. The test aper-
ture is marked with a blue dot. The noise estimation takes into
account the information at the same radial distance.

apertures at the same radius r from the star. When one of the sam-
ples contains the single test resolution element, the two-sample t-test
brings a better definition of S/N and is given by:

S/N =
x1 - x2

s2

q
1+ 1

n2

, (2.1)

where x1 is the intensity of the single test resolution element, n2 the
number of background resolution elements at the same radius (n2 =
round(2⇡r)- 1, where r is given in �/D units), and x2 and s2 are the
mean intensity and the empirical standard deviation computed over
the n2 resolution elements. In Fig. 2.1 the background apertures are
marked with red dots while the test aperture is marked with a blue
dot.
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VIP accepts datacubes, or sequence of images stacked in a 3d FITS
file, that have undergone basic astronomical calibration procedures.
These procedures, such as flat fielding and dark subtraction, in spite
of their simplicity, are not included in VIP due to the heterogeneity

(Continued)

32 psf_template = psf, fwhm = fwhm_lbt,
33 pxscale = pxscale_lbt, starphot = starphot,
34 sigma = 5, nbranch = 1, algo = vip.pca.pca, ncomp = 8)

Using the NEGFC technique, we subtracted the four known
companions in our datacube and computed the sensitivity
curves on this empty datacube. Panel (a) of Figure 7 shows the
5σ sensitivity for full-frame ADI-PCA with varying PCs to
exemplify the dependence on the algorithm parameters. By
using VIP’s ADI-PCA algorithm in its annular mode and
setting a different number of PCs for each separation, we could
obtain the optimal contrast curve, as already shown by Meshkat
et al. (2014). Panel (b) of Figure 7 shows the 5σ sensitivities for
the available ADI algorithms in VIP. These sensitivity limits
should be representative of the expected performance of the
algorithms when applied to different data, but the result may
vary, therefore preventing us from presenting more general
conclusions. As expected, in panel (b) of Figure 7, we observe
how the median reference PSF subtraction achieves worse
contrast than the rest of the algorithms. Also, we see that with
annular ADI-PCA, impressive contrast is achieved at small
separations (below 0 5) and similar contrast at larger
separations if it is compared to full-frame ADI-PCA. Annular
ADI-PCA presents a smaller dependence on the number of PCs
(the variance of the contrast curves, when varying k, is smaller
compared to full-frame ADI-PCA). For the full-frame ADI-
NMF sensitivity, we used 16 components as in the case of full-
frame ADI-PCA and obtained a fairly similar performance at
all separations. The contrast metric, as defined in VIP, is not
well adapted to all algorithms and/or data sets;therefore, we
refrain from presenting such asensitivity curve for LLSG.
Recall that these contrast curves were obtained on a temporally
sub-sampled datacube. However, because we do not include
time-smearing when injecting fake companions, we expect the

results to be representative of the ultimate sensitivity based on
the full (non-sub-sampled) ADI sequence. The contrast-to-mass
conversion for the HR 8799 planets was obtained assuming an
age of 40Myr (Bowler 2016) and using the 2014 version of the
PHOENIX BTSETTL models for substellar atmospheric
models described in Baraffe et al. (2015). Based on this, we
can discard the presence of a fifth planet as bright as HR 8799e
down to an angular separation of 0 2. Our detection limits
remain in the planetary-mass regime down to our inner working
angle of 0 1, and reach a background-limited sensitivity of
2MJ beyond about 1 5.
Finally, it is worth mentioning that the full-frame ADI-PCA

sensitivity curve presented in this paper (see yellow curve in
the panel (b) of Figure 7) is slightly worse than the one shown
in Maire et al. (2015) and obtained four days later with the
same instrument but without the AGPM coronagraph. In order
to make a fair comparison, we re-processed this data set with
VIP and obtained the same results as Maire et al. (2015) at
large angular separations but more pessimistic results closer in
(within 0 5). This can be explained by the student-t correction
that we apply. If we compare the contrast curves produced by
VIP for both data sets, we observe that at small angular
separations, within 1″, the AGPM coronagraph provides an
improvement in contrast up to 1 magnitude.

8. Summary

In this paper, we have presented the VIP package for data
processing of astronomical high-contrast imaging data. It has
been successfully tested on data coming from a variety of
instruments, i.e., Keck/NIRC2, VLT/NACO, VLT/VISIR,
VLT/SPHERE, and LBT/LMIRCam, thanks to our effort of
developing VIP as aninstrument-agnostic library. VIP imple-
ments functionalities for processing high-contrast imaging data
at every stage, from pre-processing procedures to contrast
curvecalculations. Concerning the post-processing capabilities

Figure 5. Post-processing final frames (top row) and their corresponding S/N maps (bottom row) for classical ADI, annular ADI, full-frame ADI-PCA, and full-frame
ADI-PCA with a parallactic angle threshold. The final frames have been normalized to their own maximum value. No normalization or scaling was applied to the S/N
maps, which feature their full range of values.
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conversion for the HR 8799 planets was obtained assuming an
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PHOENIX BTSETTL models for substellar atmospheric
models described in Baraffe et al. (2015). Based on this, we
can discard the presence of a fifth planet as bright as HR 8799e
down to an angular separation of 0 2. Our detection limits
remain in the planetary-mass regime down to our inner working
angle of 0 1, and reach a background-limited sensitivity of
2MJ beyond about 1 5.
Finally, it is worth mentioning that the full-frame ADI-PCA

sensitivity curve presented in this paper (see yellow curve in
the panel (b) of Figure 7) is slightly worse than the one shown
in Maire et al. (2015) and obtained four days later with the
same instrument but without the AGPM coronagraph. In order
to make a fair comparison, we re-processed this data set with
VIP and obtained the same results as Maire et al. (2015) at
large angular separations but more pessimistic results closer in
(within 0 5). This can be explained by the student-t correction
that we apply. If we compare the contrast curves produced by
VIP for both data sets, we observe that at small angular
separations, within 1″, the AGPM coronagraph provides an
improvement in contrast up to 1 magnitude.

8. Summary

In this paper, we have presented the VIP package for data
processing of astronomical high-contrast imaging data. It has
been successfully tested on data coming from a variety of
instruments, i.e., Keck/NIRC2, VLT/NACO, VLT/VISIR,
VLT/SPHERE, and LBT/LMIRCam, thanks to our effort of
developing VIP as aninstrument-agnostic library. VIP imple-
ments functionalities for processing high-contrast imaging data
at every stage, from pre-processing procedures to contrast
curvecalculations. Concerning the post-processing capabilities

Figure 5. Post-processing final frames (top row) and their corresponding S/N maps (bottom row) for classical ADI, annular ADI, full-frame ADI-PCA, and full-frame
ADI-PCA with a parallactic angle threshold. The final frames have been normalized to their own maximum value. No normalization or scaling was applied to the S/N
maps, which feature their full range of values.
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Final frame

Annular noise estimation

SNR map

Detection is made 
by comparing 

signal with noise

SNR map can then 
be thresholded, 

typically at SNR=5



Detection limits
• Determine the faintest companion that could have 

been detected based on the data 

• Contrast curves: displays this sensitivity limit as a 
function of angular separation

The PCs can be obtained by computing the eigen decomposi-
tion (ED) and choosing the eigenvectors corresponding to the k
largest eigenvalues of the covariance matrix MTM, or
equivalently by computing the SVD of M and extracting the
k dominant right singular vectors.

Instead of computing the ED of MTM (which is a large
square matrix p× p that must fit in working memory) we can
perform the ED of MMT for a cheaper PCA computation. In a
similar way, taking the SVD ofMT is faster and yields the same
result as computing the SVD of M. Both speed tricks are
implemented in VIP. Python, as well as other modern
programming environments, such as Mathematica, R,
Julia and Matlab, relies on LAPACK (Linear Algebra
PACKage),20which is the state-of-the-art implementation of
numerical dense linear algebra. We use the Intel MKL
libraries, which provide multi-core optimized high performance
LAPACK functionality consistent with the standard. For the
SVD, LAPACK implements a “divide-and-conquer” algorithm
that splits the task of a big matrix SVD decomposition into
some smaller tasks, achieving good performance and high
accuracy when working with big matrices (at the expense of a
large memory workspace).

Appendix B
Full-frame ADI-PCA for Big ADI Data Sets

The size of an ADI data set may vary from case to case and
depends on the observing strategy and the pre-processing steps
taken. Typically, a datacube contains several tens to several
thousands of frames, each one of typically 1000×1000 pixels
for modern detectors used in high-contrast imaging. In selected
instruments (VLT/NACO, LBTI/LMIRCam) that are able to
record high-frame rate cubes, a two-hour ADI sequence can
contain up to ∼20,000 frames. After cropping down the frames
to 400×400 pixels, we get a datacube in single float values
occupying more than 10 GB of disk space. Loading this data
set at once in memory, for building M, would not be possible
on typical personal computer. Even if we manage to load the
file, the PCA algorithm itself requires more RAM memory for
SVD/ED calculations, which will eventually cause slowdowns
(or system crashes) due to heavy disk swapping.

The most common approach for dealing with big data sets of
this kind is to temporally and/or spatially sub-sample the

frames. Reducing the size of the data set effectively reduces the
computation time of full-frame ADI-PCA to a few seconds but
at the cost of smearing out the signal (depending on the amount
of rotation). Also, depending on the temporal window used for
co-adding the frames and on the PSF decorrelation rate, we
might end up combining sections of the sequence where the
PSF has a very different structure. It has been stated that there
is an optimal window for temporal sub-sampling, which results
in anincreased S/N (Meshkat et al. 2014). After running
simulations with fake companion injections at different angular
separations and measuring the obtained mean S/N in a DM
aperture, we came to the conclusion that using the whole
sequence of frames (data without temporal sub-sampling) is the
best choice and delivers the best results in terms of S/N. For
this test, we used a datacube of ∼10,000 frames, each with 0.5
seconds of integration time. In panel (a) of Figure 8, we show
the S/N of the recovered companions in datacubes sub-
sampled using different windows, for an arbitrarily fixed
number of 21 PCs (even though 21 PCs do not necessarily
represent the same explained variance for datacubes with
different numbers of frames). There is an agreement with these
results and those in Meshkat et al. (2014) for sub-sampling
windows larger than 20, but unfortunately Meshkat et al.
(2014) did not consider smaller sub-sampling windows nor the
full ADI sequence. More information can be found in panel (b)
of Figure 8, which shows the dependence of the fake
companions S/N on the number of PCs for different angular
separations. Our simulations show avery significant gain in
S/N when temporal sub-sampling of frames is avoided,
especially at large separations where smearing effects are the
largest.
VIP offers two additional options when it comes to

computingthe full-frame ADI-PCA through SVD, tailored to
reduce the computation time and memory consumption when
data sub-sampling needs to be avoided (see Figure 9). These
variations rely on the machine learning library Scikit-
learn. The first is ADI-PCA through randomized SVD
(Halko et al. 2011), which approximates the SVD of M by
using random projections to obtain k linearly independent
vectors from the range of M, then uses these vectors to find an
orthonormal basis for it and computes the SVD of M projected
to this basis. The gain resides in computing the deterministic
SVD on a matrix smaller than M but with strong bounds on the
quality of the approximation (Halko et al. 2011).

Figure 7. (a) 5σ sensitivity (with the small sample statistics correction) for full-frame ADI-PCA with different numbers of PCs. (b) 5σ sensitivities for some of
theADI algorithms in VIP. The four known companions were removed before computing these contrast curves. The small sample statistics correction has been
applied to these sensitivities.

20 http://www.netlib.org/lapack/
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III. Main results from
high-contrast imaging



Precursor instruments
• OHP 1.52m / COME-ON (1989-1992) 

• 19 actuators (demonstrator, moved to Chile) 

• ESO 3.6m / COME-ON+ (1993-1996) 
• 52 actuators @ 200Hz —> first scientific results 

(Strehl ratio ~ 20%) 

• ESO 3.6m / ADONIS (1996-2001) 
• First AO system widely offered to the community 

• Includes Lyot coronagraph 

• Some early experiments also in the US (Lick 
observatory) 

• Still far from detecting exoplanets!

COME-ON  
(Rousset 1992)
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10m-class telescopes:  
a 1st generation of AO instruments
• AO-assisted IR cameras on large telescopes 

• VLT/NACO (= NAOS adaptive optics + CONICA 
camera) 

• Keck/NIRC2 behind Keck-AO 

• Gemini/NIRI & NICI 

• Subaru/CIAO & HiCIAO 

• AO operation started at Keck and VLT in 2001 

• First use of custom observing strategies and 
data processing (ADI, SDI)
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10m-class telescopes:  
first generation

• Working in the 1-5 µm regime 
(JHKLM bands) 

• Typically 200 to 300 actuators 
using a Shack-Hartman sensor 

• Strehl ratio up to 60% at K band 

• Still mostly Lyot coronagraphs 
• being upgraded with vortex phase 

masks, APP, etc.

Keck-AO



2004: first detection of a 
planetary-mass object

• A giant planet close to a young 
brown dwarf 
• Low contrast (4.5 to 6.5 mag) 

• Moderate angular separation (0.78" 
= 55 AU) 

• Detected with NACO 
• Confirmed to be co-moving in 2005 

• Mass: 2 - 5 MJup 
• Did it form like a planet? — more 

likely a low-mass binary system

L30 G. Chauvin et al.: A giant planet candidate near a young brown dwarf

2MASSWJ1207334−393254

778 mas
55 AU at 70 pc 

E

N

Fig. 1. Composite image of brown dwarf 2M1207 and its GPCC in H
(blue), Ks (green) and L′ (red). The companion appears clearly distin-
guishable in comparison to the color of the brown dwarf 2M1207.

Table 1. Night Log of the observations. S27 and L27 correspond re-
spectively to a platescale of 27.03 and 27.12 mas. DIT and NDIT cor-
respond respectively to an individual integration time and the number
of integrations. Sr and FWHM correspond to the strehl ratio and the
full width at half maximum intensity.

Filt. Obj. DIT NDIT Seeing Airm. Sr FWHM
(s) (′′) (%) (mas)

Imaging
J S27 30 8 0.59 1.07 6 122
H S27 30 16 0.46 1.10 15 91
Ks S27 30 16 0.52 1.08 23 89
L′ L27 0.175 1300 0.43 1.14 30 107

Spectroscopy
SH S54 300 6 0.45 1.15

close vicinity a faint and red object at 778 mas and a position
angle of 125.8◦ in H, K and L′. The faint object was not de-
tected down to 3σ of 18.5 in J-band. In Figs. 1 and 2, we dis-
play an H, Ks and L′ composite image and the detection limits
obtained in each band during our observations. After cosmetic
reductions using eclipse (Devillar 1997), we used the myopic
deconvolution algorithm MISTRAL (Conan et al. 2000) to ob-
tain H, K and L′ photometry and astrometry of the GPCC. The
results are reported in Table 2. The transformations between the
filters Ks and K were found to be smaller than the measuring
errors.

On 19 June 2004, 2M1207 and its GPCC were simultane-
ously observed using the NACO spectroscopic mode. The low
resolution (Rλ = 700) grism was used with the 86 mas slit, the
S54 camera (54 mas/pixel) and the SH filter (1.37−1.84 µm).
The spectra of 2M1207 and its GPCC were extracted and cali-
brated in wavelength with IRAF/DOSLIT. To calibrate the rel-
ative throughput of the atmosphere and the instrument, we di-
vided the extracted spectra by the spectra of a standard star
(HIP 062522, B9III) and then multiplied by a blackbody to re-
store the shape of the continuum.

Fig. 2. Detection limits at 3σ achieved during our observations in
J-band (dotted black line), H-band (dashed blue line), Ks-band
(dashed-dotted green line) and L′-band (solid red line). The contrasts
between 2M1207 and its GPCC are reported for H (filled triangle),
Ks (filled box) and L′ (filled circle) (the GPCC was not detected in
J band).

3. Discussion

3.1. Membership in the TW Hydrae association

Gizis (2002) undertook a 2MASS-based search for isolated low
mass brown dwarfs in the area covered by stellar members
of TWA and found two late M-type objects which he identi-
fied as brown dwarfs. The one of interest in the present paper,
2M1207, showed impressively strong Hα emission in addition
to signs of low surface gravity, which both are characteristic
of very young objects. Gizis (2002) noted also that the proper
motion of 2M1207 is consistent with membership in the TWA.

Subsequently, Mohanty et al. (2003) obtained echelle spec-
tra of 2M1207. The radial velocity is also consistent with
TWA membership. They detected a narrow Na I (8200 Å) ab-
sorption line indicating low surface gravity. Finally, the spec-
trum displays various He I and H I emission lines (Mohanty
et al. 2003; Gizis 2002) and the Hα line is asymmetric and
broad. Taken together, these characteristics led Mohanty et al.
(2003) to suggest the occurrence of ongoing accretion onto
(a young) brown dwarf. Although L′-band observations of
Jayawardhana et al. (2003) did not reveal significant IR excess
at 3.8 µm, recent mid-IR observations of Sterzik et al. (2004,
accepted) found excess emission at 8.7 µm and 10.4 µm and
confirm disk accretion as the likely cause of the strong activ-
ity. New Chandra observations of Gizis & Bharat (2004) cor-
roborates this disk-accretion scenario as they suggest that less
than 20% of the Hα emission can be due to chromospheric ac-
tivity. All in all, multiple lines of evidence point toward mem-
bership of 2M1207 in the TWA.

3.2. Age and distance of the system

The age of the TWA can be established by comparison with
the somewhat older β Pictoris moving group’s space motions
(UVW; Zuckerman et al. 2001) and HR diagrams. Ortega et al.
(2002) and Song et al. (2003) have traced members back to
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Why look for young planets?

1.1. The Early Evolution of Giant Planets

Over the past decade only a small number of workers have at-
tempted the difficult task of coupling nongray radiative-convective
atmosphere models to thermal evolution models to enable an un-
derstanding of interior structure, atmospheric structure, atmo-
spheric chemistry, and emitted spectra for giant planets and brown
dwarfs (e.g., Burrows et al. 1997; Chabrier et al. 2000; Baraffe
et al. 2003; Saumon &Marley 2008). It has perhaps only recently
become appreciated by the wider community that these models
do not include a mechanism for the formation of the objects that
they aim to understand. The starting point for these models is an
arbitrarily large and hot, nonrotating, adiabatic sphere. These
model objects are then allowed to cool and contract from this
arbitrary state. The initial model is soon unimportant, as the cool-
ing and contraction are initially very fast, since the Kelvin-
Helmholtz time, tKH, is inversely proportional to both luminosity
and radius. Although it is true that the models forget their initial
conditions eventually, it is not immediately obvious how long
this may take. In the past, a common thought was that after ‘‘a
few million years’’ the initial conditions are forgotten and these
standard hot start evolution models are reliable. Although this
type of model has been successfully applied to Jupiter for de-
cades (e.g., Graboske et al. 1975; Hubbard 1977; Guillot et al.
1995; Fortney & Hubbard 2003), their application to planets at
very young ages could potentially be suspect (Stevenson 1982).
More recently, Baraffe et al. (2002) have investigated similar
issues for brown dwarfs.

In order to better understand the properties of gas giant planets
at young ages, in Marley et al. (2007a) we undertook an inves-
tigation of the early evolution of giant planets, with initial prop-
erties given by a state-of-the-art model of planet formation by
core accretion (Hubickyj et al. 2005), rather than the traditional
(but arbitrary) initial condition, which we termed a hot start. As
shown in Figure 1, the postformation properties of these planets
are surprising. The model planets started their lives smaller and
colder than their hot start brethren. The core accretion start mod-
els were less luminous by factors of a few to 100, and the initial
conditions were not forgotten for timescales of tens ofmillions to
one billion years. The reason for the significant difference lies in
the treatment of gas accretion (see Marley et al. 2007a). In the
Hubickyj et al. (2005) models the accreting gas arrives at nearly
free-fall velocity to a shock interface at the protoplanet. The shock
radiation transfer is not followed directly, but a shock jump con-
dition from Stahler et al. (1980) is employed; this accretion lu-
minosity is entirely radiated away, leading to the prominent
luminosity spike in these models during gas accretion. The gas
that finally accretes onto the planet is therefore relatively cold,
low-entropy gas.

It is therefore enticing to imagine that one could use the early
luminosity, TeA, and surface gravity to determine the formation
mechanism of a faint planetary-mass companion. This may be
possible, but we caution that the current generation of core ac-
cretion formation models (Hubickyj et al. 2005; Alibert et al.
2005a; Ikoma et al. 2000) are still only one-dimensional repre-
sentations of a three-dimensional process. A detailed look at

Fig. 1.—Planetary thermal evolutionmodels, updated fromMarley et al. (2007a). Dotted lines indicate ‘‘hot start’’ planets with an arbitrary initial condition. Solid lines
indicate planets with an initial model from the Hubickyj et al. (2005) core accretion formation model. The model atmosphere grid is 1; solar and includes the opacity of
refractory cloud species. As in Marley et al. (2007a), times on the x-axis are years since formation, which takes no time (by definition) for hot start planets, and !2.3–
3.0 Myr for core accretion planets.
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Which wavelength is best?
• Visible 

• Image quality not very good 
(now changing with XAO) 

• Polarimetry possible 

• Near-infrared (1 - 2 µm) 
• Good image quality 

• Contrast not favorable 

• Thermal infrared (3 - 5 µm) 
• High background emission 

• Excellent image quality 

• Contrast more favorable

The Astrophysical Journal, 792:17 (13pp), 2014 September 1 Skemer et al.

Figure 1. Characteristic examples of exoplanet-to-star contrasts (i.e., flux ratios)
as a function of wavelength, showing that (1) gas-giant exoplanets can be
detected with lower contrasts in the mid-infrared (3–5 µm) than in the near-
infrared (1–2 µm), and (2) this difference increases at lower temperatures. While
the planets that have been directly imaged to date (β Pic b and HR 8799 c, d,
and e on this plot) are relatively warm (1600 K and 1000 K, respectively), it
is likely that the majority of self-luminous exoplanets are much cooler. Planets
that formed by core-accretion (approximated by the “cold-start” models; Fortney
et al. 2008) are never hotter than ∼700 K. Planets around average-aged stars
(5 Gyr) are never hotter than ∼400 K, regardless of formation history. Jupiter,
which may be a ubiquitous outcome of planet formation, is only ∼130 K.
(Models from Madhusudhan et al. 2011; Burrows et al. 2003).
(A color version of this figure is available in the online journal.)

To prepare for imaging “cool” planets and to understand
the “warm” planets that have already been found, it is critical
that we expand our knowledge of exoplanet spectral energy
distributions (SEDs) into the mid-infrared. In this paper, we
present deformable secondary AO9 imaging of the HR 8799
system, using LBTI/LMIRCam, and the 2M1207 system, using
MagAO/Clio2. HR 8799 is a 20–160 Myr A5V star (Cowley
et al. 1969; Moór et al. 2006; Marois et al. 2008; Hinz et al.
2010; Zuckerman et al. 2011) with four directly imaged planets
(Marois et al. 2008, 2010) whose masses and separations
are difficult to explain with standard planet formation models
(Dodson-Robinson et al. 2009; Kratter et al. 2010). 2M1207 is
a 5–13 Myr M8 brown dwarf (Gizis 2002) with a planetary-
mass companion (Chauvin et al. 2004) that is also difficult
to explain with standard planet-formation models (Chauvin
et al. 2005). Ignoring system architectures, HR 8799 bcde
and 2M1207 b are unambiguously low-gravity, planetary-mass
objects whose atmospheres offer the first opportunities to
characterize directly imaged planets. Since all five planets have
luminosities consistent with L → T transition brown dwarfs,
their atmospheres are ideal laboratories for studying how cloud
properties are affected by a low-gravity planetary environment.

For HR 8799, we build upon previous [3.3 µm] imaging
(Skemer et al. 2012) by using six narrow-band filters in the
3–4 µm window to probe the spectral shape of the 3.3 µm
methane fundamental absorption feature. For 2M1207 b, we
present photometry in the broader [3.3 µm] filter to determine
if the object has the same extreme 3.3–3.8 µm colors first
seen in the HR 8799 planets. We present our observations,
reductions, and photometry in Section 2, a comparison with

9 These adaptive optics systems employ the minimum number of warm
optics, minimizing the thermal infrared background from the telescope
(Lloyd-Hart 2000).

field brown dwarfs in Section 3, SED modeling in Section 4,
and our conclusions in Section 5. We also include filter curves
and their tabulated properties in the Appendix.

2. OBSERVATIONS AND REDUCTIONS

2.1. HR 8799

We observed the HR 8799 planetary system in six 5%
bandwidth filters from 3.0 to 3.8 µm (see filter properties in
the Appendix) on UT 2012 November 2 using LBTI (Hinz et al.
2012) and its 1–5 µm camera LMIRCam (Skrutskie et al. 2010;
Leisenring et al. 2012). The LMIRCam detector is a Hawaii-
2RG, 5 µm-doped HgCdTe device, with 32 readouts. Currently
we use 16 readouts, each of which reads 1024 rows by 64
columns, giving us a usable region of 1024 × 1024 (11 × 11′′).
Images from both LBT telescopes were corrected by the LBT’s
two deformable secondary adaptive optics (AO) systems10

and incoherently overlapped in LBTI’s beam combiner. The
resulting images at the focal plane of LMIRCam achieved the
diffraction-limited performance of a single LBT 8.4 m aperture
and the collecting area of the full 2 × 8.4 m LBT.

Ground-based high-contrast observations are usually limited
by instrumental quasi-static speckles, which can be removed by
allowing the astronomical field to rotate at a parallactic angle,
while keeping the instrument rotation fixed (Marois et al. 2006,
angular differential imaging). In this approach, sky rotation and
wall-clock time are the observational requirements, rather than
integration time. For our observations of HR 8799, we switched
filters every ∼60 s, rotating through the set and nodding every
∼10 minutes. By doing this, we were able to achieve adequate
sky rotation and clock-time in multiple filters simultaneously.
We acquired 7 minutes of data in each filter (42 minutes total)
over a period of 2 hr (with a 1 hr gap due to a telescope
malfunction), during which the parallactic angle changed by
70◦. There were occasional scattered clouds during the night,
but the AO wavefront sensor counts and thermal sky-background
remained consistent throughout the observations. The LBT’s
differential image motion monitor (DIMM) measured a natural
seeing of 0.′′8 and the nearby Submillimeter Telescope Tau-
meter measured a precipitable water vapor of ∼5–6 mm. Our
images were taken in correlated double sampling mode (reset-
read-integrate-read) so that the first read (0.029 s) could be used
as an unsaturated image of the star, while the second read (12.1,
12.1, 6.1, 4.0, 6.1, 3.0 s for the six filters, respectively) saturated
the star and filled the wells into the photon-noise regime away
from the star.

2.1.1. Detector Non-Linearity

Throughout the fall of 2012, LMIRCam suffered from detec-
tor non-linearity, caused by an incorrectly set bias voltage, which
has since been re-tuned. We constructed fluence-to-count cali-
bration curves (linearity curves) by taking sky flats of varying
integration times. Typical detector non-linearity is characterized
by decreasing gain with well filling. LMIRCam’s non-linearity
had an S-shape where gain increased with well-filling before en-
tering a linear regime and then turning over as the array reached
saturation. Over the course of the semester, the detector linearity
did change slightly, but from night to night it was quite consis-
tent. For the data reduction in this paper, we combined linearity
from consecutive nights (UT 2012 November 2 and UT 2012

10 The LBTI wavefront sensors are functionally equivalent to the First Light
Adaptive Optics System (FLAO Esposito et al. 2010).
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Fig. 3.— Contrast ratio vs. selected optical, near IR, and mid-IR
passbands for models for known directly imaged planets (� Pic b
and HR 8799 cde), models for older cooler exoplanets, and Jupiter
assuming a G2V primary. The actual planet-to-star contrast ra-
tios for � Pic b and HR 8799 cde are steeper by a factor of 5–10
as they orbit intrinsically brighter, hotter stars. Plot adapted and
modified from Skemer et al. (2014a). Models draw from Currie
et al. (2011); Madhusudhan et al. (2011); Burrows et al. (2003).

contrasts are a factor of 10 smaller. Jovian exoplanets of
similar masses around much older stars are far cooler –
another factor of 100–1000 fainter in the red optical and
near-IR – but remain bright in the mid IR. A true Jupiter
analogue emits negligible thermal emission shortward of �
⇠4–5 µm. Rocky terrestrial planets also emit thermally.
An exo-Earth analogue with Te↵ ⇡ 260 K has blackbody
emission peaking at 10 µm: its contrast ratio is ⇡10�7, a
factor of ⇡1000 shallower than its reflected light contrast.

2.2. Wavefront Control and Coronagraphy

2.2.1. Atmospheric Wavefront Control for High Contrast
Imaging

Wavefront errors induced by atmospheric turbulence on
the ground and those intrinsic to any optical system on the
ground or in space substantially limit an imaging system’s
achievable contrast. Left unmitigated, these errors gen-
erally preclude the direct detection of exoplanets. In the
past decade, the direct imaging field has made key strides
in advancing key wavefront control hardware and software
to drastically reduce wavefront errors and coronagraph de-
signs to further suppress scattered starlight.

For ground-based imaging systems, turbulence arising
from many atmospheric layers along the path from the star
to the telescope induces changes in the optical path length
difference (OPD) of starlight (Guyon 2005), blurring im-
ages. These aberrations must be corrected by an AO sys-
tem consisting of wavefront sensors and deformable mir-

rors. Key terms driving the wavefront error budget for an
AO system include measurement error (�m) which depends
on the noise properties of a wavefront sensor and the guide
star brightness, temporal bandwidth error (�t) which de-
pends on the AO system time lag ⌧ compared to the atmo-
spheric coherence time ⌧o, and the fitting error (�f ) which
depends on the coherence length ro compared to the DM
actuator density. The quadrature-added sum of these terms
sets the Strehl ratio and raw contrast vs. angular separation
(e.g. Tyson 1998). At the mid-spatial frequencies relevant
for most current planet searches (✓ ⇠ 0.002–1.000), wavefront
measurement error and temporal bandwidth error set the
contrast floor. Wavefront chromaticity and non-common
path aberrations due to instrument optics are can also limit
contrast (Guyon 2005; Currie et al. 2020a).

On 8–10m class telescopes, loop speeds of ⇠1 kHz or
greater and DMs with ⇠1000 or more actuators enable high
Strehl ratio corrections in the near-IR. In comparison, fa-
cility, conventional AO systems used for the first direct
imaging searches and first deployed through 2000s typi-
cally operated at 0.2–1 kHz and use DMs with a few hun-
dred actuators with the aberrations measured by standard
Shack-Hartmann wavefront sensors. These systems yielded
partial corrections and modest, ⇠10–40% Strehl ratios at
near-IR wavelengths focused on by most exoplanet imag-
ing searches (e.g. Lafrenière et al. 2007b).

The past 5-10 years have seen the deployment of numer-
ous extreme AO systems on 5-10m telescopes: e.g. the
Large Binocular Telescope Adaptive Optics system (LB-
TAO), PALM-3000 on the Hale telescope at Palomar Ob-
servatory, the Gemini Planet Imager on Gemini-South,
and the Spectro-Polarimetric High-contrast Exoplanet RE-
search instrument (SPHERE) at the VLT, the Subaru Coro-
nagraphic Extreme Adaptive Optics project (SCExAO) on
the Subaru Telescope, and MagAO-X on the Clay telescope
at the Magellan Observatory (Esposito et al. 2011; Dekany
et al. 2013; Macintosh et al. 2014; Beuzit et al. 2019; Jo-
vanovic et al. 2015; Males et al. 2020). These systems ob-
tain higher-quality AO corrections – 70-95% Strehl at 1.6
µm – and yield a factor of 10-100 deeper contrast at sub-
arcsecond separations compared to conventional AO sys-
tems (e.g Macintosh et al. 2014).

Extreme AO systems have relied on hardware devel-
opments in three key areas to operate high-performance
adaptive optics correction: detectors, deformable mirrors,
and computing hardware. Most extreme AO platforms
now utilize fast ultra-low noise detectors like Electron-
Multipying Charge-Coupled Devices (EMCCDs) to record
stellar photons used for wavefront sensing to reduce mea-
surement errors (e.g. Jovanovic et al. 2015; Beuzit et al.
2019; Males et al. 2020). High-actuator count deformable
mirrors (DMs) are now available. For example, the MEMs-
type DMs offer unprecedented actuator density (⇡ 10 act
per square mm), allowing for relatively compact extreme
AO instruments (e.g. Macintosh et al. 2014; Jovanovic et al.
2015; Males et al. 2020). Other systems employ adap-
tive secondary mirrors (usually voice-coil DMs) whose low
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Early planet surveys
• Many surveys since 2005 

• Mostly carried out in the near-
IR (between 1.5 and 4 µm) 

• Using mostly ADI or three-
wavelength SDI (more 
recently also IFS-based SDI) 

• Hundreds of stars 
observed 

• Mostly non detections 
• Only scraping the top of the 

iceberg…?

Detection probability map

Chauvin et al. 2015 - NACO H-band ADI survey (86 stars)
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Fig. 7. Left: NaCo-LP mean detection probability map (〈pj〉) as a function of the mass and semi-major axis. Right: mean probability curves for
different masses (1, 3, 5, 7, 10, 15, and 20 MJup) as a function of the semi-major axis.

HIP 76829 (HD 139664; Kalas et al. 2006). No clear detection
was obtained with our ADI analysis.

6. Statistical analysis

6.1. Sample definition

To define a meaningful sample for the statistical analysis of
the survey, we first removed all visual and spectroscopic bi-
naries from the sample of 76 stars observed in ADI. It in-
cludes the six visual multiple systems observed in that mode
(TYC 0603-0461-1, TYC 7835-2569-1, HD 8049, HIP 8290,
TYC 8927-3620-1 and TYC 8989-0583-1), and seven new spec-
troscopic binaries unknown at the time of our sample selection.
We have then selected two sub-samples:

– the full-stat sample of 63 stars that includes all single
stars observed in ADI with detection sensitivities down to
planetary masses for physical separations ranging from 10
to 2000 AU. The status of all the candidates detected in these
fields have, however, not been fully completed, although a
large majority are expected to be stationary background con-
taminants. This sample gives an estimation of the ultimate
performances of the survey in terms of masses and physical
separations, when the candidate status identification will be
complete, which is probably with SPHERE in the forthcom-
ing years;

– the complete-stat sample of 51 stars has been restrained to
all systems for which the candidate status identification up
to 300 AU was complete. This includes cases with no com-
panion candidates detected or with companion candidates
properly identified thanks to our follow-up observations as
stationary background sources or comoving companions. In
the case of follow-up observations with variable detection
performances from one epoch to another (therefore with pos-
sible undefined faint sources due to the lack of redetection),
only the worst detection limit was considered. These selec-
tion criteria offered us a meaningful sample at the end for
which the detection and the status identification of the can-
didates was complete.

6.2. Survey detection probability

To correct for the projection effect from the observations, we
then ran a set of Monte-Carlo simulations using an optimized

version of the MESS code (Bonavita et al. 2012). For the full-stat
sample, the code generates a uniform grid of mass (with a sam-
pling of 0.5 MJup in the [1, 75] MJup interval), and semi-major
axis (with a sampling of 1 AU between 1 and 1000 AU, and 2 AU
between 1000 and 2000 AU for the [1, 2000] AU interval). For
the complete-stat sample, the uniform grid is generated in the
semi-major axis ranges between [1, 300] AU with a sampling
of 1 AU. For each point in the grid, 100 orbits were generated
and randomly oriented in space from uniform distributions in
sin(i), ω,Ω, e ≤ 0.8, and Tp. The on-sky projected position (sep-
aration and position angle) at the time of the observation is then
computed for each orbit and compared to our 5σ 2D-detection
maps to determine the individual detection probability (p j) of
planets around each star. The average of all individual detection
limits gives us the typical mean detection probability (〈p j〉) of
the NaCo-LP to the planet and BD companion population. The
results for the full-stat and complete-stat samples are shown in
Figs. 7 and 8 top) respectively. The detection probabilities in
both cases do not significantly differ at less than 300 AU. Most
companions more massive than 20 MJup with a semi-major axis
between 70 and 200 AU should have been detected during our
survey. We are 50% sensitive to massive (≥10 MJup) planets and
brown dwarfs with a semi-major axis between 60 and 400 AU.
Finally, the detection of giant planets as light as 5 MJup be-
tween 50–800 AU is only possible for 10% of the stars observed.
The relatively small number of very young stars (see Fig. 1) is
responsible for this limited sensitivity to light giant planets.

6.3. Giant planet occurrence at wide orbits

To derive the occurrence of giant planets and brown dwarfs in
our survey, we only considered the complete-stat sample with a
complete census of the candidates status within 300 AU. As no
planetary mass or brown dwarf companions were detected, we
considered here a null-detection result. We then used the mean
detection probability (〈p j〉) to derive the giant planet and brown
dwarf occurrence upper limit ( fmax) that is compatible with the
survey detection limits. The probability of planet detection for a
survey of N stars is described by a binomial distribution, given a
success probability f p j with f as the fraction of stars with plan-
ets. The parameter p j is the individual detection probability of
detecting a planet if it is present around the star j and computed
previously. Assuming that the number of expected detected plan-
ets is small compared to the number of stars observed, the bino-
mial distribution can be approximated by a Poisson distribution
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Figure 13. On-sky motion of candidate companions listed in Table 3. For each candidate, the background track (black curve) is calculated from the proper motion
and parallax of the star and position of the candidate at the initial reference epoch. Astrometry at the reference epoch and additional epochs are shown as points with
error bars, and a colored line connects the position at additional epochs to the expected position on the background track. The labels at the right of each plot give the
epochs of each astrometric data point, at the vertical position corresponding to the location on the background track for that epoch. When the epoch is given alone,
the observation was conducted with the NICI instrument. Otherwise observational data are taken from VLT NACO (V), Keck NIRC2 (K), HST NICMOS (H), VLT
ISAAC (I), ESO 3.6 m COME-ON-PLUS/ADONIS (E), and Gemini-North NIRI (G).
(A color version of this figure is available in the online journal.)

second epoch observations to detect these wide candidates, it
was not always possible to do this so some remain unvalidated.

For the candidates around these 20 stars, we are unable to
confirm whether these are background sources or co-moving
companions. Given that only 4 of the 78 candidate companions
in Table 3 are not background objects, it is likely that few, if any,
of these single-epoch candidates are co-moving companions,
especially given that most of them are at wider separations.
Nevertheless, we present the astrometry for these candidates in
Table 7 as a reference for future observations of these stars.

5.4. Notes on Individual Stars

5.4.1. β Pic

We assign the planet-host β Pic an age of 12 Myr, given its
membership in the β Pic moving group (Zuckerman et al. 2001).
Our Bayesian age analysis would suggest a significantly older
age with a median of 109 Myr and 68% confidence between
82 and 134 Myr. While β Pic does lie “low” on the CMD
(lower than any other star at that B − V in Figure 1), its
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2008: first detection around 
a main sequence star (ADI)
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Fomalhaut b: a most 
mysterious planet

• At first, suspected to 
shepherd the dust 

• Never confirmed in the IR 
—> could it be dust 
around small core? 

• 2012: orbit shown to be 
disk-crossing 
• Recent ejection due to 

another planet? 

• 2020 update: massive 
planetesimal collision?



The long awaited beta Pic b

• Detected in archival NACO 
data using improved 
processing 

• 13 MJup planet on a 11 AU orbit 

• Predicted in 1997 based on 
disk shape 
• Detection consistent with prediction

A Giant Planet Imaged in the Disk
of the Young Star b Pictoris
A.-M. Lagrange,1* M. Bonnefoy,1 G. Chauvin,1 D. Apai,2 D. Ehrenreich,1 A. Boccaletti,3
D. Gratadour,3 D. Rouan,3 D. Mouillet,1 S. Lacour,3 M. Kasper4

Here, we show that the ~10-million-year-old b Pictoris system hosts a massive giant planet, b Pictoris b,
located 8 to 15 astronomical units from the star. This result confirms that gas giant planets form rapidly
within disks and validates the use of disk structures as fingerprints of embedded planets. Among the few
planets already imaged, b Pictoris b is the closest to its parent star. Its short period could allow for
recording of the full orbit within 17 years.

Gasgiant planets form from dusty gas-rich
disks that surround young stars through
processes that are not completely under-

stood. Two general mechanisms of such planets
have been identified (1): (i) disk fragmentation
and (ii) accretion of gas onto a solid, typically
with a 5 to 10 Earth-mass (MEarth) core. Cur-
rently, available models do not offer a detailed
description of all of the physical and dynamical
steps involved in these processes. The lifetime of
gas-rich disks limits the availability of nebular
gas and, thus, defines the time window in which
gas giant planets can form. Once formed, giant
planets are predicted to interact with the disk and
distort it, possibly leading to characteristic disk
structures that can be used to infer the presence of
planets and to constrain their orbits. Up to now,
most giant planets have been detected around
stars that are several orders of magnitude older
than the lifetime of gas-rich circumstellar disks,
preventing the validation of models of disk-planet
interactions and the final phases of giant planet
accretion.

The young [~12+8–4 million years (My)],
nearby to the Sun (and, consequently, to Earth)
(19.3 T 0.2 pc), 1.75-solar-mass (MSun) star b
Pictoris (2, 3) hosts a wide (several hundreds of
astronomical units), tenuous edge-on circum-
stellar dust disk (4). It is composed of dust
particles continuously replenished through colli-
sions of larger solid bodies (planetesimals,
comets) and is referred to as a debris disk (5, 6),
in contrast to more massive gas-rich counterparts
around younger (ages of a few million years)
stars. This disk has been studied in great detail
over the past 25 years. Observations at optical to

the thermal infrared wavelengths revealed mul-
tiple disk structures (7–9), as well as asymmetries
in disk size, scale height, and surface-brightness
distributions (10, 11).

Some of these structures and asymmetries
have been theoretically linked to the presence of
one or more massive planets. An inner warp in
the disk plane (12, 13), in particular, can be
reproduced by detailed models that include a
planetary-mass companion (13, 14). In addition,
spectroscopic observations over several years
revealed sporadic high-velocity infall of ionized
gas to the star, attributed to the evaporation of
cometlike bodies grazing the star (5, 15, 16). The
observed comet infall has been attributed to the
gravitational perturbations by a giant planet with-
in the disk (17). Taken together, these data and
models suggest that the b Pictoris disk is populated
by dust, gas, solid kilometer-sized bodies, and
possibly one or more planets.

Near-infrared images of b Pictoris obtained in
2003 (18) show a faint (apparent magnitude L′ =
11.2 mag) pointlike source at ~8 astronomical
units (AU) in projected separation from the star,
within the northeast side of the dust disk. How-
ever, these data were not sufficient to determine
whether this source was a gravitationally bound
companion or an unrelated background star,
whose projected position in the plane of the sky

happened to be close to b Pictoris. Further ob-
servations in January and February 2009 did not
detect the companion candidate (19, 20), an out-
come fully consistent with the proper motion of b
Pictoris with respect to a background star and
with the orbital motion of a physically bound
companion.

Here, we present high-contrast and high-
spatial–resolution near-infrared images obtained
in October, November, and December 2009 with
the European Southern Observatory’s Very Large
Telescope’s (VLT) Adaptive Optics NaCo instru-
ment (21, 22) [see the supporting online material
(SOM) for more details on the observations and
data reduction]. The images obtained in October
2009 (Fig. 1) show a faint point source southwest
of the star, with a brightness (DL = L* – L = 7.8 T
0.3 mag, where L* is the apparent L-band magni-
tude of the star and L is the apparent L-band mag-
nitude of the planet) comparable to that (DL= L* –
L = 7.7 T 0.3) of the source-detected northeast
side of b Pictoris in November 2003 (Fig. 1). The
source lies at a projected separation of 297.6 T
16.3 milli–arc second (mas) and at a position
angle (PA) of 210.6 T 3.6°. Within the error bars,
the source is located in the plane of the disk. To
confirm the signal detected southwest of b
Pictoris in October 2009, we gathered further
data in November and December 2009. Together,
these data confirm the detection made in October
2009 (see SOM).

The images show that the source detected in
November 2003 could not have been a background
object (Fig. 2). If it was a background object, given
the star’s proper motion (table S1, SOM), the
November 2003 source would be located and
detectable 5.1 AU away, southeast (PA = 147.5°)
of b Pictoris in the fall of 2009. The data do not
show such a source (fig. S2). On the contrary, the
source position in fall 2009 is compatible with the
projected position in November 2003 if the source
is gravitationally bound to the star (see below).

Based on the system age, distance, and
apparent brightness of the companion, the widely
used Baraffe et al. (23) evolutionary models
predict a mass of ~9 T 3 Jupiter masses (MJup).

REPORTS

Fig. 1. b Pictoris imaged at L′ band (3.78 microns) with the VLT/NaCo instrument in November 2003
(left) and the fall of 2009 (right). We used images of the comparison star HR2435 to estimate and
remove the stellar halo (see SOM). Similar results are obtained when using angular differential imaging
(see SOM).
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10m-class telescopes:  
2nd generation (xAO)

• Extreme AO instruments coming online since 2013 
• VLT/SPHERE (includes IRDIS, IFS and ZIMPOL) 

• Gemini/GPI 

• Subaru/SCExAO + HiCIAO camera 

• LBT/AO + various cameras 

• Also at Magellan (6.5m) and Palomar (5m) 

• Operating wavelengths: from visible to near-infrared 

• Optimized for exoplanet imaging, with specific 
speckle-calibration techniques / observing strategies
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10m-class telescopes:  
2nd generation (xAO)

• Extreme adaptive optics (1000+ actuators) 
• Strehl ratios up to 95% at K band (or 99.5% at N!) 

• First adaptive secondary mirrors 

• Advanced  
coronagraphs 
• Apodized Lyot  

• Vortex 

• PIAA 

• Integral field  
spectrographs



The XAO improvement
Conventional AO limited by scattered light 

Strehl ratio S 

Halo intensity 1-S 

�Extreme� AO (ExAO) 

 gain > S/(1-S) 



From first 
detection to 

thorough 
characterization

Illustration on HR 8799: 
evolution since 2008



4th planet with ADI+LOCI



Upgraded instruments

HR 8799  
(2008, Keck AO + no corono)

HR 8799  
(2013, LBT xAO + vortex)



2010: long slit spectroscopy
L36 JANSON ET AL. Vol. 710

94 for the PSF characterization (out of 110 taken, i.e., 15%
excluded), giving total integration times of 10,200 s and 9400 s,
respectively.

A quick-look L′-band image of the HR 8799 system was taken
in the beginning of the night to optimize the slit alignment. A
150 s sequence without any high-contrast technique applied
showed the presence of the planet, confirming that HR 8799 c
indeed dominates the stellar PSF at its separation (see Figure 1).
The slit was aligned along the star–planet axis to ensure an
adequate slit positioning and a good PSF characterization of
the star, as well as provide an optimal correction of telluric and
instrumental transmission effects. The price to pay for this is
some ghost images on the detector from internal reflections.
Pairwise nodding with 5′′ nod size was applied for background
subtraction. Observations were also taken with a slit rotation
of 180◦ for PSF reference subtraction. Flat-field frames were
produced with the slit and grism in, pointing at the thermal sky.

The data reduction was performed with dedicated procedures
written in IDL. The flat-field frame reproduced the expected
vertical fringes that occur in 4 µm spectroscopy. The fringe
pattern was constant but shifted laterally with time, so the flat
frame had to be digitally shifted to each science frame. Since
doing so would eliminate pixel-to-pixel variation correction on
the detector, both the image and flat frames first had to be
corrected for such variations. This was done with an imaging
L′-band flat which was also acquired during the night. The spec-
tral dependency of the pixel response was negligible, and so this
correction could be done satisfactorily. The shift of the spectro-
scopic flat was determined individually for each science frame
by cross-correlation of the fringe pattern with minimization of
the residuals. The flat- and dark-corrected frames were pairwise
subtracted to remove the thermal background. The spectrum of
the star was traced to an absolute center using a Gaussian fit
on the PSF core individually for each wavelength, and relative
centering was checked using cross-correlation on the core with
minimization of the residuals. A trace was then fitted over all
wavelengths with 21 pixel median box filtering, and all spectra
were shifted to a common center. A collapse of all the frames
revealed the spectrum of the planet, at the expected position
and with the expected average brightness (see Figure 2). The
short-wavelength tail of the planetary spectrum interfered with
a residual ghost feature, which could not be entirely removed
since the PSF reference frames were not taken at identical dither-
ing positions as the science frames. Hence, we count this range
as being of insufficient quality and use only the >3.88 µm range
where the planetary spectrum is clean.

The star and planet spectra were extracted using 4 pixel aper-
tures (108 mas, close to the FWHM of the PSF). The back-
ground for the planet was estimated on the corresponding flux
in the PSF reference frame, averaged over seven neighboring
pixels in the wavelength direction so as not to increase the back-
ground noise. The background residual spectrum (non-averaged
over wavelength) was also used to estimate the error by taking
the standard deviation over 21 neighboring pixels in the wave-
length direction. Wavelength calibration was achieved using
telluric methane lines in the stellar spectrum. Flux calibration
was done by first calculating the planet-to-star contrast at each
wavelength, which also automatically corrected for telluric and
instrumental transmission effects. The absolute scaling was then
determined by calculating the blackbody radiation of HR 8799,
based on the radius (1.34 RSun) and temperature (7430 K) given
in Gray & Kaye (1999). Although HR 8799 is known to ex-
hibit infrared excess, the corresponding dust has been located at

Figure 1. Acquisition image of HR 8799. Top panel: a 150 s L′-band image of
HR 8799 with no high-contrast techniques applied. HR 8799 c can be spotted
even in this very short exposure, demonstrating the advantage of this wavelength
range for exoplanet spectroscopy. Bottom panel: the same image with high-pass
filtering applied.

around 8 AU and beyond (Chen et al. 2009), and should be close
to face-on. Our photometric aperture of HR 8799 corresponds
to a radius of about 0.2 AU, hence the dust should be resolved
out and a photospheric blackbody spectrum should therefore be
a good representation of what we measure in our data.

3. RESULTS AND DISCUSSION

The spectrum of HR 8799 c is shown in Figure 3. Also plotted
in an adjacent panel is a COND model spectrum (Baraffe et al.
2003) with Teff = 1100 K, log g = 4.0, and Rpl = 1.3 RJup.
The model can readily reproduce the mean brightness of the
spectrum within the planetary parameters set in Marois et al.
(2008) based on the bolometric luminosity and cooling models.
However, the slope is different with the planetary spectrum
showing a peak around 4 µm and the model spectrum being
largely flat. This cannot be reproduced by changing any of
the parameters in the COND model. Changing the temperature
essentially only changes the mean flux of the spectrum, and the
log g parameter has very little impact at all, aside from affecting
the radius for a given mass, which again can only change the
mean flux. The difference is more easily seen in Figure 4, where
the data have been sub-sampled into three broad bins. There is
a slope of 5.5σ significance in the long-wavelength end, and
likewise a deviation of the same order from the model.

No. 1, 2010 SPECTROSCOPY OF HR 8799 c L37

Figure 2. Image with the HR 8799 c spectrum before extraction. The spatial
direction along the star–planet axis is vertical. The spectral direction is
horizontal, with wavelength increasing from left to right.

Figure 3. Upper panel: spectrum of HR 8799 c. The dashed lines and faintly
shaded area (light blue in the online version) denote the errors. Lower panel:
same figure but with a COND model spectrum overplotted as a thinner line (red
in the online version).
(A color version of this figure is available in the online journal.)

Hence, there are features in the spectrum that the COND
model cannot explain. Part of the problem is probably dust in the
atmosphere—COND assumes dust-free conditions. However, a
DUSTY model (Chabrier et al. 2000) with the same range of
parameters can also not reproduce the spectrum (see Figure 4).
Models with intermediate abundances of dust have also been
unable to reproduce the full set of observed properties of the
HR 8799 planets (Marois et al. 2008). We have also tried the
models of Burrows et al. (2006) which we refer to here as
BSH06, but the results are very similar to those of COND
(also plotted in Figure 4 with the same parameters, except that

Figure 4. HR 8799 c spectrum (stars with error bars, solid line) undersampled
into three broad bins to illustrate the large-scale slope. Also plotted are COND
(circles, dashed line), DUSTY (triangles, dotted line), and BSH06 (squares,
dash-dotted line) model spectra at the same sampling.

log g = 4.5 in this case). The results therefore imply that a more
detailed treatment of dust in the models is necessary—or perhaps
that non-equilibrium chemistry is involved (Fortney et al. 2008).
Non-equilibrium models are worth to explore as they predict
large differences in the spectrum as a function of metallicity. In
particular, a broad dip in the spectrum caused by an increased
presence of CO leads to depression of the flux longwards of
4 µm for high-metallicity non-equilibrium atmospheres in the
Fortney et al. (2008) models. It is however noted in Fortney et al.
(2008) that the non-equilibrium models should be regarded as
being preliminary. Thus, a better understanding of the spectral
behavior in this wavelength range might lead to a determination
of whether or not the planet is metal-enhanced or not, and
thereby provide further clues to its formation.

The results also have implications for imaging surveys for
planet detection. The L′-band range is excellent for planet imag-
ing purposes, and it has been shown in Janson et al. (2009) that a
narrower band in the 4 µm range is even better for bright targets,
since it improves the physical contrast according to theoretical
models. This Letter provides the first confirmation that this holds
true also for a real planet. Evaluating the planet-to-star contrast
in the spectral range corresponding to the 4.05 µm filter gives
8.66 mag, whereas the broad L′-band contrast is known to be
9.50 mag. Hence, the gain is 0.84 mag for a ∼1100 K object,
and is expected to increase further for cooler objects.

In the future, further observations with NACO can yield a
spectrum also of HR 8799 b and maybe HR 8799 d, and yield
a broader coverage HR 8799 c by optimizing the observation
procedure, as well as confirming the observed slope. This will
provide the opportunity for comparative exoplanetology within
a single system. If the models in Fortney et al. (2008) give a
correct indication, the L′M-band range will be important for
understanding planetary atmospheres and formation, and future
instruments will be available to explore the range more deeply
(e.g., NIRSpec on the James Webb Space Telescope; METIS
on E-ELT). Spectroscopy in the shorter wavelength range of
JHK band will likely start to open with dedicated integral
field units on VLT (SPHERE) and Gemini (GPI). Integral field
units in these bands are already available today, but in the
case of SINFONI for instance, the image-slicing technique
makes it difficult to reconstruct a high-quality PSF, which
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Figure 2. Image with the HR 8799 c spectrum before extraction. The spatial
direction along the star–planet axis is vertical. The spectral direction is
horizontal, with wavelength increasing from left to right.

Figure 3. Upper panel: spectrum of HR 8799 c. The dashed lines and faintly
shaded area (light blue in the online version) denote the errors. Lower panel:
same figure but with a COND model spectrum overplotted as a thinner line (red
in the online version).
(A color version of this figure is available in the online journal.)

Hence, there are features in the spectrum that the COND
model cannot explain. Part of the problem is probably dust in the
atmosphere—COND assumes dust-free conditions. However, a
DUSTY model (Chabrier et al. 2000) with the same range of
parameters can also not reproduce the spectrum (see Figure 4).
Models with intermediate abundances of dust have also been
unable to reproduce the full set of observed properties of the
HR 8799 planets (Marois et al. 2008). We have also tried the
models of Burrows et al. (2006) which we refer to here as
BSH06, but the results are very similar to those of COND
(also plotted in Figure 4 with the same parameters, except that

Figure 4. HR 8799 c spectrum (stars with error bars, solid line) undersampled
into three broad bins to illustrate the large-scale slope. Also plotted are COND
(circles, dashed line), DUSTY (triangles, dotted line), and BSH06 (squares,
dash-dotted line) model spectra at the same sampling.

log g = 4.5 in this case). The results therefore imply that a more
detailed treatment of dust in the models is necessary—or perhaps
that non-equilibrium chemistry is involved (Fortney et al. 2008).
Non-equilibrium models are worth to explore as they predict
large differences in the spectrum as a function of metallicity. In
particular, a broad dip in the spectrum caused by an increased
presence of CO leads to depression of the flux longwards of
4 µm for high-metallicity non-equilibrium atmospheres in the
Fortney et al. (2008) models. It is however noted in Fortney et al.
(2008) that the non-equilibrium models should be regarded as
being preliminary. Thus, a better understanding of the spectral
behavior in this wavelength range might lead to a determination
of whether or not the planet is metal-enhanced or not, and
thereby provide further clues to its formation.

The results also have implications for imaging surveys for
planet detection. The L′-band range is excellent for planet imag-
ing purposes, and it has been shown in Janson et al. (2009) that a
narrower band in the 4 µm range is even better for bright targets,
since it improves the physical contrast according to theoretical
models. This Letter provides the first confirmation that this holds
true also for a real planet. Evaluating the planet-to-star contrast
in the spectral range corresponding to the 4.05 µm filter gives
8.66 mag, whereas the broad L′-band contrast is known to be
9.50 mag. Hence, the gain is 0.84 mag for a ∼1100 K object,
and is expected to increase further for cooler objects.

In the future, further observations with NACO can yield a
spectrum also of HR 8799 b and maybe HR 8799 d, and yield
a broader coverage HR 8799 c by optimizing the observation
procedure, as well as confirming the observed slope. This will
provide the opportunity for comparative exoplanetology within
a single system. If the models in Fortney et al. (2008) give a
correct indication, the L′M-band range will be important for
understanding planetary atmospheres and formation, and future
instruments will be available to explore the range more deeply
(e.g., NIRSpec on the James Webb Space Telescope; METIS
on E-ELT). Spectroscopy in the shorter wavelength range of
JHK band will likely start to open with dedicated integral
field units on VLT (SPHERE) and Gemini (GPI). Integral field
units in these bands are already available today, but in the
case of SINFONI for instance, the image-slicing technique
makes it difficult to reconstruct a high-quality PSF, which

wavelength clouds? 
non-equilibrium?

VLT/NACO slit spectroscopy



2011: HK band IFS
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Figure 1. Unprocessed NIRC2 image (20 s exposure) of HR8799. The rectangle
shows the orientation and size of the OSIRIS spectrograph FOV (0.′′02 scale).
HR8799b is barely visible in the center of this rectangle and comparable in
brightness to the speckle contamination. Dithering was done along the long axis
of the FOV.

wavelength and dispersion solutions, sky subtraction, cosmic
ray rejection, and so forth (Krabbe et al. 2004). On all three
nights in 2009, OSIRIS was operating above its normal detector
temperature (∼68 K). On July 22, the temperature was ∼79 K,
but holding steady. On July 23, the temperature was ∼80 K
and also stable throughout the night. However, on July 30, the
temperature was not stable and increased from 83.56 K at the
beginning of the observations to 84.54 K at the end. During
this period of unstable temperatures, the detector noise in the
dark frames increased exponentially. To avoid taking 900 s sky
and dark frames repeatedly throughout the night, “scaled darks”
were generated for each 900 s exposure on the science target by
scaling actual darks taken at the beginning and end of the half-
night. An exponential function was fit to the total counts in each
actual dark from all three nights and, using this function, scaled
darks were generated for the science-target cubes on July 30.
In 2010, OSIRIS was functioning perfectly, and the observing
conditions were excellent.

The final BCD data cubes were, at every spatial position,
divided by the spectrum of an A0 standard star and multiplied
by a blackbody (T = 9600 K). The spectrum of the A0 star
was extracted from its data cube by fitting a two-dimensional
Gaussian at every monochromatic image slice, rather than
using the fixed-aperture extraction routine in the OSIRIS DRP.
BD+14 4774 was discovered to be a binary (0.′′07 separation)
with a likely mid-to-late-type companion; for this star, a two-
component Gaussian point-spread function (PSF) was used to
extract the A0 fluxes. The final BCD are cubes with wavelength
and two spatial dimensions. At both H and K bands, the
planet was clearly visible in all median-collapsed cubes (median
along wavelength). The nominal resolving power of OSIRIS is
R ∼ 4000 with 1600 wavelength channels. However, to improve
the signal-to-noise ratio (S/N), the BCD cubes were binned
to 25 wavelength channels, down to R ∼ 60. The wavelength
positions of OH skylines and telluric star features were measured

Table 1
OSIRIS Observations

Target #exp Exp. Time (s) Band Pass UT Date

HR8799b 9 900 K 2009 Jul 22
HD210501 5 30
BD+14 4774 4 30

HR8799b 6 900 H 2009 Jul 23
HD 210501 7 30
BD+14 4774 5 30

HR8799b 7 900 H 2009 Jul 30
BD+14 4774 7 30

HR8799b 9 900 K 2010 Jul 11
HD210501 3 30

HR8799b 8 900 H 2010 Jul 13
HD210501 3 30

and no artificial wavelength shifts were discovered; a potential
concern given the temperature variations encountered during the
observations.4

While the planet is easily detected in all of the BCD cubes,
contamination by scattered starlight remains a concern. Figure 1
shows the FOV and orientation for the OSIRIS observations
and the extent of speckle contamination in the observed region.
Since the spatial scaling of the speckles, radially from the star,
is proportional to λ, speckles can intersect the spatial location of
the planet in a wavelength-dependent manner. To suppress the
speckle pattern, each BCD cube was processed with custom IDL
routines that first subtracts a (spatially) low-pass filtered version
of the image slice in each wavelength channel and rebins the
data cube (by taking the median in the λ dimension) to 25
wavelength channels (R ∼ 60). Each monochromatic image
slice of this rebinned cube is magnified about the stars position
by λm/λ, where λm is the median wavelength in either H or K
band. In these shifted data cubes, individual speckles align and
are fit with simple polynomial functions of λ. Prior to this step,
the planet is masked to avoid biasing the polynomial fit. The
final polynomial fits to the speckle fluxes are subtracted from
the shifted cube before finally reversing the magnification of the
cube, placing the planet back in its original position. Collapsed
H-band data cubes, before and after speckle removal, are shown
in Figure 2 (a similar improvement is seen in the before and after
K-band data cubes). The speckle-suppression scheme described
here is similar to that used for the low-mass companion GQ
Lupi b (McElwain et al. 2007); however, McElwain et al. did not
rescale the cubes for speckle fitting but instead fit the underlying
speckle halo in each spectral bin of the data cube since each
spatial location is more than critically sampled.

The speckle-suppression steps described above contain two
important variables: the size of the masked region (centered
on the planet) and the order of the polynomial used to fit the
speckle fluxes. To determine the best pair of parameters, 10
fake planets (similar in brightness and FWHM as the real planet
but with constant Fλ) were inserted into the BCD data cubes,
evenly spaced but avoiding the real planet location as well as
the edges of the FOV. These cubes were processed using the
12 combinations of four mask radius values (from 0.5 to 2 in
0.5 spaxel steps) and three polynomial orders (1, 2, and 3). The
parameters resulting in extracted fake planet spectra with the
smallest mean deviation from a flat line and smallest rms(λ) were

4 Several updates of the OSIRIS DRP became available during the course of
this work; one of these was directly related to preventing unwanted wavelength
shifts (http://irlab.astro.ucla.edu/osiris/).
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Figure 3. OSIRIS H - and K-band fluxes of HR8799b (scaled to 10 pc) plotted with 1σ uncertainties. The location of prominent water, CH4, and CO absorption bands
are indicated. The fluxes extracted without the speckle-suppression algorithm are shown as dotted lines. The bottom two curves are the mean residuals of fake planets
with flat spectra extracted from the same data cubes (see the text for details). The Kn3 spectrum of Bowler et al. (2010) is shown as green pluses (scaled arbitrarily
down) overplotted with the broadband spectrum (black points) interpolated onto the Bowler et al. Kn3 wavelength points. The mean 1σ uncertainties across the Kn3
range are shown at either end for each data set. The larger red filled symbols are the NICI CH4 short/long (boxes), NIRC2 narrow (circles), and NIRC2 broadband
(stars) photometry taken from Table 3. Blue symbols are the corresponding photometry derived from the OSIRIS spectra.
(A color version of this figure is available in the online journal.)

Table 2
OSIRIS H and K Spectra (Scaled to 10 pc)

λ Fν (mJy) Error (1σ ) λ Fν (mJy) Error (1σ )

1.48 0.25 0.08 1.97 0.47 0.10
1.49 0.44 0.04 1.99 0.52 0.07
1.50 0.42 0.06 2.00 0.69 0.12
1.52 0.36 0.03 2.02 0.69 0.11
1.53 0.33 0.08 2.04 0.83 0.10
1.54 0.47 0.05 2.05 1.15 0.12
1.56 0.53 0.08 2.07 1.32 0.13
1.57 0.57 0.06 2.08 1.31 0.12
1.58 0.63 0.06 2.10 1.39 0.12
1.59 0.73 0.04 2.12 1.49 0.13
1.61 0.76 0.04 2.13 1.60 0.15
1.62 0.83 0.05 2.15 1.66 0.15
1.63 0.89 0.03 2.16 1.69 0.15
1.65 0.85 0.05 2.18 1.58 0.15
1.66 0.85 0.07 2.20 1.42 0.14
1.67 0.90 0.04 2.21 1.48 0.14
1.68 1.05 0.04 2.23 1.42 0.14
1.70 1.02 0.06 2.24 1.31 0.13
1.71 1.00 0.04 2.26 1.25 0.12
1.72 0.89 0.04 2.28 1.33 0.12
1.74 0.74 0.04 2.29 1.00 0.10
1.75 0.60 0.06 2.31 0.83 0.08
1.76 0.58 0.05 2.32 0.58 0.06
1.77 0.43 0.05 2.34 0.67 0.08
1.79 0.37 0.05 2.36 0.60 0.07

flux to possible weak CH4 absorption. The broadband spectrum,
which encompasses much more of the CH4 absorption band, in-
dicates an even weaker CH4 signature than indicated by the Kn3
spectrum.

3. EMPIRICAL COMPARISONS

The H - and K-band spectra of HR8799b show several
interesting features. In the H band, a pronounced triangular
shape indicative of weak collision-induced absorption (CIA)
and low surface gravity is seen. The spectrum also shows no
evidence of strong methane absorption (consistent with CH4
on/off photometry) as would otherwise be expected in cold
T-type BDs. At the K band, the spectrum shows very deep water
absorption bands. As in the H band, there is no evidence of
strong methane absorption or very strong CO absorption.

HR8799b occupies sparsely populated regions of near-IR
color–magnitude diagrams (CMDs). Despite this fact, it is still
useful to compare the observed spectra of HR8799b to those
of known BDs. Figure 4 compares the H - and K-band spectra
to a sequence of L and T dwarf spectra from type T6 to L1.
The near-IR spectrum of HR8799b is fairly distinct from these
typical field BDs, which generally have weaker water absorption
and, for the T dwarfs, have deeper CH4 absorption than seen in
HR8799b. The fact that none of the hotter, L-type BDs provide
a good match to HR8799b is consistent with the low effective
temperature deduced from cooling track models (Marois et al.
2008).

BD near-IR colors exhibit considerable spread within a given
spectral type and a number of peculiar (anomalously red or
blue) L and T dwarfs are turning up (Kirkpatrick et al. 2008;
Burningham et al. 2010). Consequently, while standard BDs
do not match HR8799b very well, perhaps some of the more
peculiar BDs might. The SpeX Prism spectral library5 provides
over 300 low-resolution L and T dwarf spectra from ∼0.65 to

5 http://web.mit.edu/ajb/www/browndwarfs/spexprism

4

Keck/OSIRIS integral 
field spectroscopy

Model fitting requires thick dust clouds and low gravity (creates triangular shape). 
Water vapor clearly identified, tentative methane absorption (later disproved).



2013: first full IFS study  
using SDI

• Huge diversity between 
the measured spectra! 

• Similarities with brown 
dwarf spectra 

• Tentative evidence for 
methane and other 
species 

• Cloudy models required

The Astrophysical Journal, 768:24 (16pp), 2013 May 1 Oppenheimer et al.

Figure 4. Spectra of the b, c, d, and e components using the S4 algorithm. 1σ error bars are indicated on either side of each point. Spectra are shown for comparative
purposes in normalized fλ. The dotted spectrum of component c is extracted from the 2012 October data and shows poorer detection in the J band due to seeing
conditions. All other spectra are from the 2012 June epoch. The black dashed lines are spectra of the background extracted at the same radial distance from A for each
component. They consist of the average of six different randomly-selected locations in the azimuthal direction; they represent comparative “noise level” estimates.
Tentative identification of some molecular features (excluding water) are indicated at the top of the plot. CO2 is listed with a question mark as explained in Section 8.3
and could also be attributable to HCN.

exhibiting strong methane and water absorption. The fact that
bright companion spectra are reliably extracted does not mean
that the same techniques can be applied to faint companions
below the speckle floor. Thus, we present four separate tests
below of the S4 spectral extraction method (Appendix B) and
some statistical comparisons of the four spectra.

We also note that because both KLIP and S4 reproduce the
same features within the errors (Appendix B) in the spectra
and are different techniques, the confidence in the spectral
extractions is already high.

The statistical significance of the detections, in the form of
an average over all λ for b and c and just the H band for d and
e, and a maximum, both in units of signal-to-noise ratio, using
the background spectrum as the baseline noise against the error
bars, is listed in Table 3. We note, however, that our methods of
determining the error bars and using the background spectrum
as the noise level are intentionally conservative, leading to over
estimates of the errors and underestimates of the S/N (see
Appendices and Fergus et al. 2013). This statement is bolstered
by the data shown in Figures 5, 8, and 9.

7.1. Comparison with Other Studies

The only companion object to HR 8799 with published spec-
tral information in this study’s wavelength range is component
b (Barman et al. 2011). Our spectrum in the same wavelength
region agrees with the Barman et al. (2011) spectrum, except
for two points which deviate by roughly 2σ . Figure 5 shows
both spectra overlaid to demonstrate the consistency of the
two results. The current spectrum reveals two distinct features
however. These are discussed in detail in Section 8.3.

Table 3
Average and Maximum Signal-to-Noise Ratiosa

b c c d e
June October

Average 7.0 7.9 4.2 5.1 4.3
Max. 15.4 29.1 9.5 9.7 8.9

Note. a S/N values use the background and the error bars. For the
last three columns, only points in the H band are included.

7.2. Other Locations in the Detection Map

To evaluate the S4 spectral extraction fidelity for each of
the four components, we also extracted spectra at 6 different,
randomly selected locations at the same angular radius from the
central star. These spectra are essentially flat and do not reveal
the detection of any object. Rather, they indicate the background
against which the planets themselves are being detected. These
are shown in Figure 4 by the dashed lines for each component.
Note that in the case of d and e, these background spectra
show that the components are only barely detected in the Y
and J bands. However, integration of these channels permits the
photometry for b and c and the upper limits for d and e.

Along these lines, we also derived spectra of 14 other
similarly bright peaks in the detection map shown in Figure 3, to
see whether they were real sources. All of them, which are either
not point sources or are of lower significance than the bona-
fide companions, either showed peaks in the insensitive water
band between 1350 and 1430 nm—indicating spurious starlight
contamination—or flat, featureless spectra at levels similar to
the nearby background, indicating that they are not real sources.

7
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Higher spectral resolution: 
use cross-correlation

very different from stellar (33). If the HR8799
planets formed by GI, the spectrum of HR8799c
should indicate a stellar composition and, in par-
ticular, a stellar C/O ratio (assumed to be equal
to that of the Sun for HR8799) (34).

Under core accretion (CA), planets form in
a multistep process involving the initial forma-
tion of a core (on the order of 10 Earth-masses
of heavy elements) followed by runaway accre-
tion, primarily of gas supplied by the disk. When
the disk is no longer able to supply a substantial
amount of material, the newly formed planet is
isolated from what remains of the disk. The final
atmospheric composition of a planet formed by
CA depends on its location within the disk and
the contribution of solids during the runaway ac-
cretion phase. A variety of compositions are pos-
sible (including stellar C/O with sufficient solid
accretion), but a nonstellar composition is highly
likely for massive giant planets.

Within the disk that formed the HR8799
planets, there are three important boundaries: the
H2O [~10 astronomical units (AU)],CO2 (~90AU),
and CO (~600 AU) frost lines. The planets cur-
rently orbit their star between 15 and 70 AU;
therefore, are all located between the H2O and
CO2 lines where the gas-phase C and O abun-
dances in the disk would have been reduced
through the formation of ice and carbon and sili-
cate grains (with CO and CO2 remaining in the
gas phase). Therefore, in the CA scenario, plan-
etary atmospheres acquired through gas-only ac-
cretion will have substellar C and O abundances
but superstellar C/O ratios, because water ice
is more abundant than carbon-bearing grains. A
simple model of ice formation suggests that the
disk gas-phase C/O ratio ~0.9 (35). Increasing the
fraction of the atmosphere acquired by solid ac-
cretion can lead to superstellar values of both C
and O, with the C abundance rising more slowly
than that of O, and an overall decrease in C/O (35).
Between the CO2 and CO ice-lines, the abun-
dances follow a similar pattern.

To explore the consequences of nonstellar C
and O abundances, we made a grid of planetary
atmosphere models following that of Barman et al.
(14) but using the C and O values predicted by
(35) for different ratios of solid to gas accretion,
with C/O ranging from 0.45 to 1 (tables S1 and
S2). Again, we assumed that the C and O abun-
dances of HR 8799A are solar (15, 32, 34).
We found the best fit from this grid of model
atmosphere spectra by minimizing c2 (Fig. 4).
Though a comprehensive range of C and O
values, independent of any disk-chemistry mod-
el, has not been explored, the results from
these fits suggest that the C/O ratio is certainly
less than 1 and not substellar, but is probably
larger than the solar/stellar ratio with substellar
C and O.

Although it is fairly straightforward to rule
out the extrema of C/O ratios, understanding the
uncertainty in our C/O measurement is less so.
In addition to noise in the data, the uncertainties
in temperature and surface gravity also contribute

to measurement errors in C and O, as line depths
are sensitive to both of these bulk parameters. To
marginalize over the temperature and gravity un-
certainties, we expanded the grid of atmosphere
models (with abundances given in table S1) to
include temperatures of 1000 to 1200K and log(g)
of 3.5 to 4.0. We then performed a Monte Carlo
simulation by resampling the spectral data from
Gaussian distributions with widths determined
by the (uncorrelated) uncertainties for all wave-
length channels. We fit each resampled spectrum
using the model grid and recorded the best-fit
abundances. The resulting estimate (and un-
certainty) for the C/O ratio is 0:65þ0:10

−0:05 , which
is marginally greater than the assumed stellar
ratio (~0.55).

Measuring abundances is complicated, and
model atmospheres have not been thoroughly
tested for systematic under- or overestimation of

C/O ratios in substellar objects. However, given
the dominance of H2O, CO, and CH4 opacities
in their atmospheres, large variations in C/O
should be easier to discern in brown dwarfs and
giant planets than in stars (36). Planet migration
and chemical evolutionwithin the disk canmuddy
conclusions based on composition (37), as can
core dredging, whichmay be important in planets
more massive than Jupiter (38). With these ca-
veats in mind, the above analysis rules out a plan-
etary atmosphere for HR8799c that formed by
gas-only accretion during a CA process at its
current location (C/O > 0.9) and marginally ex-
cludes an atmosphere that formed from extreme
amounts of solid accretion (C/O < 0.6). Between
these extreme predictions, the picture is more
complicated, but the enhanced C/O ratio and the
depleted C andO levels tend to favor a history in
which the planet formed via CA. In this case,
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Fig. 3. (Top) Pure H2O (blue), CO (green), and CH4 (orange) synthetic spectra demonstrate the
predicted location of absorption lines (14). The filtered spectrum of HR 8799c is shown in red. A filtered
model atmosphere spectrum of mostly H2O and CO is overplotted in black. Also shown is a spectrum of a
bright speckle (black trace at bottom), scaled such that the variance is equal to the variance in a
featureless region of HR 8799c. (Bottom) Cross-correlation functions for the spectrum of HR 8799c and
the synthetic spectra shown in the top panel (solid curves), along with a baseline cross-correlation
between the planet spectrum and a bright speckle (dotted curve). The cross-correlation with the H2O-
only template covered the entire observed wavelength range. Correlations with the CO and CH4
templates were performed only over wavelength regions with strong lines (CH4: l > 2.18 mm; CO: l >
2.29 mm). Large cross-correlation peaks are found for the pure CO and H2O templates, as expected. The
CO-only template produces two smaller symmetric peaks at T 207 km s−1; this velocity corresponds to
the near-equal line spacing of the CO lines across the (2,0) bandhead starting at 2.29 mm. Similar near-
equal line spacing occurs for other CO bandheads [that is, the (3,1) bandhead at 2.32 mm], resulting in
the ringing behavior seen in the cross-correlation. No peaks in the correlations were found with any of
the three CH4 templates or the speckle spectrum (this is true for any subset of the observed wavelength
range used in this work). Cross-correlation is not required to detect molecular lines in our spectrum;
however, this exercise aids in quantifying the relative detections (or nondetection, in the case of CH4)
when lines from individual molecules overlap.
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2018: state of the art with 
xAO-fed IFS

we average models to search in steps of 50K. We show these
best-fit parameters in Figure 11.

We find best-fitting effective temperatures and gravity
similar to those in Bonnefoy et al. (2016). This model better
reflects the rising slope in K for planet d, and in this case is
roughly consistent with photometry beyond 3 μm. These

models also underpredict flux from 3 to 5 μm in some cases.
Bonnefoy et al. (2016) similarly noted that this model did not
match both the Y–H spectra and the 3–5 μm flux, possibly
indicating that it does not produce enough dust at high
altitudes. In both studies, this model matches the planet d
photometry better than for c.

Figure 11. Atmospheric models are plotted in various line styles indicated by the legend for HR 8799 c (top), d (middle), and e (bottom). GPI spectra are plotted as
magenta bars. Normalized Phoenix models are displayed with a thick gray line. For the Saumon & Marley (2008) patchy cloud models, the normalized models are
plotted in thin solid blue lines, while the fixed models are plotted in dashed–dotted lines. Cloud-AE models are plotted as a dotted line, and BT-Settl models as dashed
lines. We also plot broadband photometry from previous work, with symbols corresponding to each instrument. Black squares correspond to VLT/SPHERE IRDIS
(Zurlo et al. 2016), teal circles to Keck/NIRC2 (Marois et al. 2008, 2010b; Currie et al. 2011; Galicher et al. 2011), green vertical triangles to LBT (Skemer
et al. 2012, 2014), and pink left-pointing triangles to NACO (Currie et al. 2014).
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We plot the histograms of χ2 in Figure 7. We compare the χ2

distribution of each spectrum with one drawn randomly from
the same spectrum (i= j case, diagonals), with the χ2

distribution of each spectrum compared to one drawn randomly
from the other two ( vi j case, off-diagonals). The results show
a discrepancy between c and d to >5σ. There is a less
significant discrepancy between HR 8799 c and e, as well as
between d and e. While the χ2 distributions of c-e and c-c, as
well as the distributions of d–e and d–d, appear distinct, there is
still some overlap in the χ2 distributions of e–e and e–c, as well
as between e–e and e–d. This lack of symmetry is likely due to
larger error bars of the HR 8799 e spectrum. These results show
a discrepancy between e and c to ∼1.8σ and between e and d to
∼1.2σ. Reducing the errors for the planet e spectrum could
improve this comparison. Resolving the discrepancy in the
spectrum of e between K1 and K2 bands edges should also
improve this comparison.

We repeated the same comparison for each of H, K1, and K2
bands separately, where the spectra and errors are normalized
within each band. We show the detailed results in Appendix C.
In this case, we do not find the same differences between the
spectra. This indicates that the relative level of flux between
bands is the dominant effect.

4. Comparison to Field Objects

We compare our results with known field objects, as
described in Chilcote et al. (2017). We compare our H and K
spectrophotometry to a library of ∼1600 spectra for M, L, and
T-dwarf field objects. These are compiled from the SpeX Prism
library (Burgasser 2014), the IRTF Spectral Library (Cushing
et al. 2005), the Montreal Spectral Library (Gagné et al. 2015;
Robert et al. 2016), and from Allers & Liu (2013). Each
spectrum and uncertainty was binned to the spectral resolution
of GPI (R∼ 45–80 increasing from H to K2). We convolve the
spectrum with a Gaussian function of width matching the
resolution for that band. The uncertainties are normalized by
the effective number of spectral channels within the convolu-
tion width. Spectra that are incomplete in the GPI filter
coverage are excluded from the fit.
Spectral type classifications were obtained from various

literature sources, specified for individual objects. For objects
that had both optical and near-IR spectral types, the near-IR
spectral type was used. Gravity classifications were assigned from
the literature as either old field dwarfs (α, FLD-G), intermediate
surface gravity (β, INT-G), or low surface gravity, such as
typically seen in young brown dwarfs (γ, δ). Several studies
(Kirkpatrick 2005; Kirkpatrick et al. 2006; Cruz et al.2009)

Figure 6. Spectra recovered with KLIP FM for HR 8799 c, d, and e, showing flux at 10pc. Overplotted are the original GPI K-band spectra of c and d for the same data
set in dark blue (Ingraham et al. 2014), YJH spectra from Palomar/P1640 (Oppenheimer et al. 2013) (KLIP reduction) in cyan points, YJH spectra and JHK
photometry using the VLT/SPHERE instrument (Zurlo et al. 2016) in black points and squares. The P1640 points are scaled from normalized flux units to match our
data for this comparison. The bottom panel shows a comparison of our three recovered spectra.
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Models can now be constrained, although 
ideally would require to know mass and age

Gemini / GPI IFS spectra
trying five models



Now exquisite spectra with 
infrared interferometry!

GRAVITY Collaboration: Peering into the formation history of � Pictoris b

Table 1. Observing log for the DDT � Pic b program, carried out on September 22, 2018.

Target Start time End time EXP DIT NDIT Seeing ⌧0 Airmass Parallactic angle
(UTC) (UTC) (s) (00) (ms) (deg)

� Pictoris b 07:37:40 08:31:40 7 30.0 10 0.4/0.9 4.7 / 10.4 1.33 / 1.21 �66.4 /�50.1
SKY 07:50:30 08:24:56 2 30.0 10 0.4 / 0.9 4.7 / 10.4 1.33 / 1.21 N/A
� Pictoris b 08:38:31 09:51:49 10 10.0 30 0.6 / 1.2 5.9 / 8.4 1.20 / 1.12 �47.7 /�16.6
SKY 08:50:41 09:25:03 2 10.0 30 0.6 / 1.2 5.9 / 8.4 1.20 / 1.12 N/A
� Pictoris A 07:43:55 09:58:31 18 0.3 50 0.4 / 1.2 4.7 / 10.4 1.31 / 1.12 �64.7 /�13.2
SKY 07:57:14 09:59:20 5 0.3 50 0.4 / 1.2 4.7 / 10.4 1.31 / 1.12 N/A

Fig. 1. Calibrated K-band spectrum of � Pictoris b, at R = 500, extracted from the VLTI/GRAVITY observations (gray points). For comparison, the
K-band part of the GPI spectrum from Chilcote et al. (2017) (R ' 70) is also overplotted (orange points). The error bars plotted for the GRAVITY
spectrum only represent the diagonal part of the full covariance matrix.

In its dual-field mode, GRAVITY is limited to observations
of planets above the diffraction limit of a single telescope (to
separate the planet from the central star), but the relative astrom-
etry derived from these observations still fully benefits from the
length of the telescope array.

3. Orbit and dynamical mass

3.1. Orbital parameters

We fit a Keplerian orbit to the visual astrometry of the planet to
characterize its dynamics. As our new GRAVITY point is more
than an order of magnitude more precise than any other pub-
lished astrometric point on the northeastern half of its orbit (c.f.,
Lagrange et al. 2019a), we expected a better constraint on the
eccentricity of the planet’s orbit. We used the published astrom-
etry from Chauvin et al. (2012), Nielsen et al. (2014), and Wang
et al. (2016) in this analysis. The orbit was fit using the open-
source Python orbit fitting package orbitize! (Blunt et al.
2019). We included a custom likelihood to fit the GRAVITY
measurement along the two principal axes of the error ellipse.
We fit for the same eight parameters as Wang et al. (2016):
semi-major axis (a), eccentricity (e), inclination (i), argument
of periastron (!), position angle of the ascending node (⌦), the
first periastron passage after MJD = 55 000 in units of fractional
orbital period (⌧), system parallax, and total system mass (Mtot).
We generally used relatively unconstrained priors for most of
the orbital parameters (see Table 2). For ⌦, we constrained it to

between ⇡/10 and ⇡/2 to account for the fact that Snellen et al.
(2014) detected the RV signal of the planet. However, we chose
not to explicitly include the RV in the fit as there could be sys-
tematics in the reported uncertainties. For the parallax, we used a
normal distribution to represent the parallax of 51.44± 0.12 mas
measured by HIPPARCOS (van Leeuwen 2007). We sampled the
posterior using the parallel-temperature affine-invariant sampler
in ptemcee (Foreman-Mackey et al. 2013; Vousden et al. 2016)
with 20 temperatures, 1000 walkers per temperature. We dis-
carded the first 15 000 steps to allow the walkers to converge.
We assessed convergence using the autocorrelation time and
by visual inspection of the samples. We then ran each walker
for 5000 steps, keeping only every tenth sample to mitigate
correlations in the samples produced by any given walker.

Our constraints on the orbit of � Pic b using just astrome-
try of the planet are collected in Table 2 and plotted in Fig. 2.
We find that <2% of allowed orbits have e < 0.05 and <0.5%
of orbits have e < 0.03, although there are still some allowed
circular orbits. Dupuy et al. (2019) also proposed an e ⇡ 0.25
when including astrometric and radial velocity data on the sys-
tem. To statistically assess whether eccentric orbits are preferred,
we refit the orbit fixing e = 0 and ! = 0 resulting in a fit with
two less parameters. Similar to Wang et al. (2018) in assess-
ing the coplanarity of the HR 8799 planets, we compared the
Bayesian Information Criterion (BIC) of the fit that allowed
eccentric orbits with the fit that fixed the orbit to be circular,
and found that the BIC disfavors the circular orbit by 9.9. The
reduction in model parameters for a purely circular orbit does
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Entering the era 
of atmospheric 

retrieval
• Atmospheric model 

produces spectrum for a 
set of parameters + PT 
profile 

• Goal: invert model to 
retrieve parameters from 
spectrum 
• generally based on MCMC 

methods 

• can handle many parameters 
at a time

A&A 640, A131 (2020)

Fig. 2. Spectral fit of HR 8799e. Upper panel: YJH-band observations of SPHERE and GPI, middle panel: GRAVITY K-band observations. Lowest
panel: photometry of the planet, which was not included during the retrieval. The 16–84 and 2–98% flux envelopes of the sampled petitRADTRANS
retrieval models are shown in all panels. Because also the SPHERE and GPI scaling factors were sampled 100 times for making this plot, there are
multiple points visible at every wavelength.
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Atmospheric 
retrieval is 

used to 
constrain the 
value of many 

model 
parameters at 
the same time, 
as well as the 

P-T profile. 
Here, posterior 

distributions 
are shown for 

HR8799e.

A&A 640, A131 (2020)
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Fig. 4. Corner plot of the free retrieval of HR 8799e with petitRADTRANS. This plot shows the one and two-dimensional projections of the
18-dimensional posterior distribution for all but the six nuisance parameters of the temperature structure (see the left panel of Fig. 3 for the P-T
confidence envelopes). MP,spec is the mass of HR 8799e in units of Jupiter masses, derived from the retrieval posterior distributions of log (g) and
RP.

0.5 and 28 micron we derive an effective temperature of Te↵ =
1154+49

�48 K. Using this derived temperature, our retrieved surface
gravity, and Eq. (4) of Zahnle & Marley (2014), we find that the
upper limit for the atmospheric mixing is log (Kzz,max) = 10.2,
which assumes that all flux is transported by convection. Our
derived value, which is used solely for determining the parti-
cle size for a given fsed, is log (Kzz) = 9.80+1.15

�1.39, so below the
theoretical upper limit (while still large).

4.4. Retrieval with the non-nominal Cloud Model 2

To test the robustness of the constrained atmospheric properties,
we also retrieved HR 8799e with Cloud Model 2. Like before, we

find that Cloud Model 2 leads to retrieved temperature gradients
which are too shallow when compared to physically consistent
solutions. The retrieved atmospheric solution is bi-modal, with
one solution corresponding to a P-T structure with a shallow
temperature gradient and intermediate cloudiness, and a second
solution corresponding to an even more isothermal, cloud-free
atmosphere. The spectral fit, full posterior distribution, and P-T
uncertainty envelopes are shown in Appendix F, where we also
describe the prior setup of this retrieval.

Focusing on the bulk atmospheric properties (log (g), C/O,
[Fe/H]), we find that the cloudy mode of the retrieval with Cloud
Model 2 is fully consistent with the results from our nominal
retrieval with Cloud Model 1. The one-dimensional posterior
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P. Mollière et al.: Scattering clouds and disequilibrium chemistry in the atmosphere of HR 8799e

Fig. 3. Left panel: temperature distribution of the atmosphere of HR 8799e, retrieved with the petitRADTRANS free retrieval setup. See the caption
of Fig. 1 for an explanation of how to read this plot. In addition the self-consistent P-T curves derived from petitCODE, assuming chemical
equilibrium and no clouds, or chemical quenching with clouds, are shown as gray and black solid lines, respectively. Right panel: emission
contribution function of the best-fit model of the HR 8799e retrieval.

4.3. Free retrieval results of HR 8799e

In this section, we describe the retrieval results. The results
are also discussed in view of the possible planet formation his-
tory, and compared to existing literature studies of HR 8799e, in
Sects. 5.1 and 5.2, respectively.

The spectral fit for HR 8799e is presented in Fig. 2. In gen-
eral, the retrieval model is able to explain the observations well.
The residuals scatter around zero, with some systematic dif-
ferences visible at 1.325, 1.525, 1.725, 2.07, 2.11, 2.18, 2.275
and 2.425 micron. These differences could be due to the model
missing absorbers, or not being flexible enough to fit intricacies
in the atmospheric temperature, abundance, or cloud structure.
Another likely possibility is that there are remaining systematics
in the observations: the difference between the SPHERE and GPI
observations in their overlap region (1.525 micron), as well as the
overall wiggly appearance of the GRAVITY observation may
indicate this. We note that also the photometric flux measure-
ments in the MIR are fit well, except for the narrow [4.05] band
measurement by Currie et al. (2014)8. This is especially interest-
ing as these points were not included in the retrieval. Especially
the 3.3 µm LBT - L’ and L’-[4.05] colors have been noted to be
difficult to explain with self-consistent models, see discussion in
Sect. 5.2.

From the spectral appearance of the H and K band observa-
tions it is already clear that CH4 is not an important absorber in
the atmosphere: the flux decrease expected from CH4 absorption
at 1.6 and 2.2 micron is absent. The fact that only an upper limit
is found by observations in the M-band, together with the com-
paratively high flux in the 3.3 µm LBT and L’ bands, also speaks
for a CH4-poor atmosphere.

The retrieved pressure-temperature uncertainty envelopes of
HR 8799e are shown in the left panel of Fig. 3. As in the
analogous plot shown in Fig. 1, the opacity of the uncertainty

8 We used species to convert the petitRADTRANS flux to photometric
fluxes.

envelopes is scaled by the flux-averaged emission contribution
function of the best-fit model, to show where in the atmosphere
the observations are probing. This contribution function is also
shown in the right panel of Fig. 3. For comparison, we also show
the P-T curves derived with our self-consistent petitCODE using
the best-fit parameters of the retrieval. This is further discussed
in Sect. 4.5.1.

The corner plot of the one- and two-dimensional projec-
tions of the 18-dimensional posterior distribution of the retrieval
is shown in Fig. 4. We summarize a few of the most striking
results here, while the implications of the retrieved parame-
ter values will be discussed in Sects. 5.1 and 5.2. In general,
we note that none of the retrieved parameters ran into its prior
boundaries and that all parameters (except for the Fe mass frac-
tion at the cloud base) are well constrained. In addition, we
derive that the atmospheric C/O ratio is C/O = 0.60+0.07

�0.08 and
the retrieved metallicity is [Fe/H] = 0.48+0.25

�0.29. Together with
the planet’s mass, which we derive to be 4.81+8.78

�3.33 MJ, this has
important implications for how the planet could have formed, see
Sect. 5.1. We note that the surface gravity and radius retrieved
for HR 8799e, log (g) = 4.00+0.46

�0.52 and RP = 1.12+0.09
�0.09 RJ, are

constrained with a symmetric, uni-modal peak. Hence also the
logarithm of the planet mass is constrained with a symmetric,
uni-modal peak, but the distribution of the mass itself is skewed
towards lower masses, with large mass uncertainties due to the
large uncertainty on log (g). The atmosphere is clearly affected
by disequilibrium chemistry, with a large quench pressure of
log(Pquench/1 bar) = 1.35+0.50

�0.56. We find that disabling quench-
ing at the best-fit parameters leads to strong CH4 absorption
features in the spectrum, which are inconsistent with the data.
Moreover, the scaling value retrieved for SPHERE is consistent
with one, 1.01+0.08

�0.07. The scaling retrieved for GPI is signifi-
cantly smaller than 1, namely 0.90+0.06

�0.05. Only when applying
this scaling on GPI do the SPHERE and GPI datasets agree in
their overlapping region, see Fig. 2. From sampling the poste-
rior distribution 300 times, and calculating the spectra between
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Well-constrained orbits



Dynamical studies

• Orbital architecture (mean motion resonance) 
informs on planetary mass, considering stability 
over 40 Myr (estimated age of system)

of different system parameters. We also generally have larger
uncertainties on our values, which can be due to a combination of
allowing lower mass orbits, not strictly enforcing 1:2:4:8 resonance
lock, and a more systematic exploration of parameter space.

As the orbits are coplanar, each planet’s argument of
periastron can be used to measure the relative orientation of the
planets’ orbits. As both planet b and c have extremely low
eccentricities, ω is basically unconstrained for these planets and
is not notable since their orbits are near circular. The significant
nonzero eccentricity of planets d and e, however, corresponds

to sharp peaks in ω for both planets. While a broader peak was
already seen in ωd in the Near 1:2:4:8 Coplanar fits before
enforcing stability constraints, the addition of dynamical stability
has disallowed circular orbits of planet e, giving rise to a sharp
peak in ωe. Interestingly, the orientation of the orbits of planets d
and e are not aligned, with 94e d 9

11X X� � �
� degrees, essentially

Figure 4. Comparison of 200 allowed orbits from the Unconstrained (Section 3.1), Near 1:2:4:8 Coplanar (Section 3.4), and dynamically stable coplanar solutions
(Section 4.2) projected onto the sky plane. The black star in the middle represents the location of the star, the black circles are the measured astrometry (uncertainties
too small to show on this scale), and the current orbit for each planet is colored in the same way as in Figures 1 and 3 (i.e., planet b is blue, c is red, d is green, and e is
yellow).

Figure 5. Distribution of masses of the stable orbits from Section 4.2 (blue)
and comparison to the priors from which the masses were drawn (gray). The
main plot in the bottom left shows the 2D distribution of masses. The contour
lines represent 15th, 35th, 55th, 75th, and 95th percentiles of the distribution,
with everything outside the 95th percentile plotted individually as points. The
top and right panels show 1D histograms for Mcde and Mb, respectively, with
the frequency in each bin plotted on a logarithmic scale to highlight the high-
mass bins. The gray priors are plotted in the same fashion as the blue
posteriors.

Figure 6. Distribution of current period ratios and eccentricities as a function of
mass of the inner three planets for stable orbits. For Mcde<7 MJup, the data is
binned into one box plot per MJup. Each box shows the 25th, 50th, and 75th
percentiles of the given distribution, while the whiskers show the extrema.
Above 7 MJup, points are plotted individually, as they are sparse enough. The
bounds of the priors are plotted as gray dot-dashed lines, except for the upper
bound of the d:e period ratio, which is the yellow dotted line. These plots show
how the range of allowed period ratios and eccentricities decrease as planet
mass increases. Above Mcde>6 MJup, the full range of stable orbits are not
near the prior bounds.
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Full 3D orbits

• Possible transit around mid-2017, but nothing found!  

• Imaging now combined with RV and astrometry to derive true mass  
(so far only possible for beta Pic planets, close enough to their star)

Blind zone

2003 (archive)

2009 - 2013

Nielsen et al. 2014



beta Pictoris b emerging 
from the blind zone
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the close environment of the young, star HIP 65426. The deep
coronographic near-infrared observations revealed the presence
of a young, warm, and dusty L5–L7 massive jovian planet, here-
after HIP 65426 b, located at about 92 au (projected distance).
We describe below the observing set-up and data reduction, the
physical properties of HIP 65426 b, and finally discuss this new
discovery in comparison to other imaged planetary systems and
current planet formation and evolution theories.

2. Host star properties

HIP 65426 is an A2-type (H = 6.853 ± 0.049 mag, Cutri et al.
2003; d = 111.4 ± 3.8 pc, Gaia Collaboration 2016) mem-
ber of the Lower Centaurus-Crux (hereafter LCC) association
(de Zeeuw et al. 1999; Rizzuto et al. 2011). A detailed summary
of the main stellar properties as found in the literature is given
in Appendix A. To refine them, the star was observed with
HARPS (Mayor et al. 2003) on January 16th, 17th and 18th,
20171. We measured the stellar absolute radial and projected
rotational velocities using a custom cross-correlation function
procedure specifically tailored for fast-rotating early-type stars.
Values of Vrad = 5.2 ± 1.3 km s�1 and v sin i = 299 ± 9 km s�1

were found (Appendix B). A marginally significant radial ve-
locity di↵erence was found between the three epochs. This is
probably due to stellar pulsations as suggested by the period-
icity (P ⇠ 0.135 days) found from the Hipparcos photomet-
ric time series. HIP 65426 is one of the fastest rotators known
with similar spectral type (Zorec & Royer 2012) and is there-
fore likely viewed along mid- to high-inclinations with respect
to the rotation axis. Given its spectral type, the observed colors
of HIP 65426 suggest a small value of reddening consistent with
estimates reported in Chen et al. (2012). Assuming a metallicity
for the LCC that is close to solar (Viana Almeida et al. 2009),
theoretical isochrones predict an age of 14 ± 4 Myr for LCC
members in the vicinity of HIP 65426 (we refer to Appendix A
for details). SPHERE and HARPS observations do not show evi-
dence of binarity (Appendix C). Finally, according to Chen et al.
(2012), no IR excess is reported for this star. Our own SED anal-
ysis confirms this finding with only a tentative marginal excess
at WISE W4 (Appendix D).

3. Observations and data reduction

HIP 65426 was observed on May 30th, 2016 under unstable
conditions (strong wind) with SPHERE. The observations were
then repeated on June 26th, 2016. The data were acquired
in IRDIFS pupil-tracking mode with the 185 mas diameter
apodized-Lyot coronograph (Carbillet et al. 2011; Guerri et al.
2011), using IRDIS (Dohlen et al. 2008) in dual-band imaging
mode (Vigan et al. 2010) with the H2H3 filters (�H2 = 1.593 ±
0.055 µm; �H3 = 1.667 ± 0.056 µm), and the IFS integral
field spectrograph (Claudi et al. 2008) simultaneously in Y � J

(0.95–1.35 µm, R� = 54) mode. The registration of the star
position behind the coronagraph and the point spread function
were taken at the beginning and the end of the sequence. In the
deep coronagraphic images, four faint candidates were detected
within 700 of HIP 65426. The companion candidate located at
about 830 mas and position angle of 150� (hereafter cc-0) re-
vealed promising photometric properties and had a peculiar po-
sition in the color-magnitude diagrams used to rank the SHINE
candidates. The source was then re-observed on February 7th,

1 HARPS Program ID 098.C-0739(A).

Fig. 1. Left: IFS Y J-band TLOCI image of HIP 65426 A and b from
February 7th 2017. The planet is well detected at a separation of 830 ±
3 mas and position angle of 150.0 ± 0.3 deg from HIP 65426. Right:

IRDIS H2H3 combined TLOCI image of HIP 65426 A and b for the
same night. In both images, north is up and east is left.

2017, with the same IRDIFS mode to test that this close candi-
date is comoving with HIP 65426. On February 9th, 2017, the
IRDIFS-EXT mode was used with IRDIS in the K1K2 filters
(�K1 = 2.1025 ± 0.1020 µm; �K2 = 2.2550 ± 0.1090 µm) and
IFS in Y � H (0.97 � 1.66 µm, R� = 30) to further constrain its
physical and spectral properties. The details of the observing set-
tings and conditions at all epochs are described in Table E.1. To
calibrate the IRDIS and IFS datasets, an astrometric field 47 Tuc
was observed. The platescale and True North correction solution
at each epoch are reported in Table E.1. They are derived from
the long-term analysis of the SHINE astrometric calibration de-
scribed by Maire et al. (2016).

All IRDIS and IFS datasets were reduced at the SPHERE
Data Center2 (DC) using the SPHERE Data Reduction and Han-
dling (DRH) automated pipeline (Pavlov et al. 2008). Basic cor-
rections for bad pixels, dark current, flat field were applied. For
IFS, the SPHERE-DC complemented the DRH pipeline with ad-
ditional steps that improve the wavelength calibration and the
cross-talk and bad pixel correction (Mesa et al. 2015). The prod-
ucts were then used as input to the SHINE Specal pipeline
which applies anamorphism correction and flux normalization,
followed by di↵erent angular and spectral di↵erential imag-
ing algorithms (Galicher et al., in prep.). For the February 7th,
2017 and February 9th, 2017 datasets, we took advantage of the
wa✏e-spot registration to apply a frame-to-frame recentering.
The TLOCI (Marois et al. 2014) and PCA (Soummer et al. 2012;
Amara & Quanz 2012) algorithms were specifically used on an-
gular di↵erential imaging data (i.e., without applying any com-
bined spectral di↵erential processing) given the relatively high
S/N (10–30 in the individual IFS channels, �50 with IRDIS)
detection of cc-0. Its position and spectrophotometry were ex-
tracted using injected fake planets and planetary signature tem-
plates to take into account any biases related to the data pro-
cessing. Both algorithms gave consistent results. The resulting
extracted TLOCI images from IFS and IRDIS for the February
7th, 2017 epoch are shown in Fig. 1.

4. Results

4.1. Companionship confirmation

To test the physical association of cc-0, multi-epoch measure-
ments showing a shared motion (if non-negligible) with the
stellar host is a first robust diagnostic before resolving orbital

2 http://sphere.osug.fr
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Figure 1. Images of ROXs 42B from J (left), Ks (middle), and L′ (right) 2011 NIRC2 data. ROXs 42Bb and the background object “ROXs 42Bc” are detected in each
image.
(A color version of this figure is available in the online journal.)

with the NIRC2 “narrow” camera (9.952 mas pixel−1; Yelda
et al. 2010; PID HD242N2; P.I. A. Kraus). All new data were
taken with good adaptive optics corrections in classical imaging,
and in dither/nod patterns to remove the sky background. The
field of view was ≈10 arcsec on a side. Basic image processing
steps were identical to those carried out for previously published
ROXs 42Bb photometry (Currie et al. 2014). Briefly, we first
sky-subtracted each image from a median combination of
images obtained at other dither positions. Then, we identified
and removed hot/cold/bad pixels, corrected each image for
distortion using the nirc2dewarp.pro IDL routine, copied each
to larger blank image, and registered the images to a common
center (Currie et al. 2012a, 2012b). We then subtracted off a
two-dimensional radial profile of the primary to remove the halo
light from each image. After these steps, we median-combined
together our set of images and rotated the combined image to
the north-up position (P.A.north = −0.◦252; Yelda et al. 2010).

Figure 1 displays the combined J (left), Ks (middle), and L′

images, revealing ROXs 42Bb at an angular separation of ≈1.′′17
and position angle of ≈270◦. Additionally, each data set reveals
the second candidate companion, “ROXs 42B c,” at roughly 0.′′5
separation, although the L′ detection is noticeably weaker than
detections at J and Ks. ROXs 42B is defined as a close binary
(∆θ ≈ 0.′′05) identified from lunar occultation data (e.g., Simon
et al. 1995); however, we fail to resolve the two components
(see also Currie et al. 2014; Kraus et al. 2014).

2.1.2. Photometry

We largely follow previous methods used to extract photome-
try for the ROXs 42B system as described in Currie et al. (2014).
For each data set, we measure the integrated signal for both the
primary (in a median-combined registered image) and the com-
panions (in a median-combined radial-profile-subtracted image)
in an aperture sized to the FWHM of the primary star and de-
fine and subtract off the background signal in a surrounding
annulus. As a separate check, we extracted photometry assum-
ing a zero background signal and with slightly different sized
apertures. Our photometric uncertainties incorporate the intrin-
sic signal-to-noise ratio (S/N) of the companions, the S/N of
the primary star, and differences in brightness measurements
adopting different aperture sizes and background treatments.

These procedures yield a companion-to-primary contrast of
∆J = 7.00 ± 0.11, ∆Ks = 6.33 ± 0.06, and ∆L′ = 5.64 ±
0.06 for ROXs 42Bb. For the putative “ROXs 42Bc” object, we
derive ∆J = 6.69 ± 0.12, ∆Ks = 6.78 ± 0.07, and ∆L′ = 6.76 ±
0.20. Our K-band photometry for ROXs 42Bb agrees with that

derived from older Keck/NIRC2 data reported in Currie et al.
(2014). Kraus et al.’s (2014) J and L′ photometry agrees with
our values for ROXs 42Bb. One of their Ks band estimates agree
with ours while the other two measurements of ROXs 42Bb
are significantly too faint or bright and in fact inconsistent with
one another given their reported photometric errors and adopted
limits on stellar variability, discrepancies potentially due to their
aperture photometry methods (see Section 2.2).

To flux-calibrate the companions’ photometry in J and Ks, we
simply adopt the Two Micron Sky Survey (2MASS) measure-
ments as reported before: 9.906 ± 0.02 and 8.671 ± 0.02. To
estimate the L′ brightness of ROXs 42B, we adopt the intrinsic
colors for young pre-main sequence stars listed in Pecaut et al.
(2013), assume that the Ks–L′ color is between the predicted
Ks–W1 and Ks–W2 2MASS/WISE colors (λo (W1,W2) = 3.4,
4.6 µm) or Ks–L′ = 0.14, and assume a 0.05 mag uncertainty
in Ks–L′ color from the difference between the two 2MASS/
WISE colors4 Adopting the Cardelli et al. (1989) reddening re-
lations and assuming AV = 1.9 (Currie et al. 2014) then yields
a predicted L′ magnitude of 8.42 ± 0.05. This value also agrees
with a straight or weighted average of ROXs 42B’s measured
Ks–W1 and Ks–W2 colors (8.40–8.43 ± 0.03). To then estimate
the dereddened absolute magnitudes for ROXs 42Bb we assume
a distance of 135 ± 8 pc (Mamajek 2008) and the same values
for the extinction and reddening law.

2.2. Previously Published Data

To these data we add Very Large Telescope/SINFONI spectra
and H-band photometry previously published in Currie et al.
(2014). We measure the primary-to-companion contrast for
ROXs 42Bb as ∆H = 6.86 ± 0.05. Given the 2MASS H-band
photometric measurement of mH = 9.017 ± 0.020, we derive an
apparent magnitude of 15.88 ± 0.06 and a dereddened absolute
magnitude of 9.87 ± 0.14.

As noted in Currie et al. (2014), the putative “ROXs 42Bc”
is of comparable brightness in H band. Quantitatively, we
derive a contrast of ∆H = 6.94 ± 0.09 and an apparent
magnitude of 15.96 ± 0.09. These values significantly disagree
with the contrast estimate by Kraus et al. (2014), who claim
∆H = 6.20. With the background signal largely removed from

4 While ROXs 42B is a binary with unequal mass components, the brightness
ratio at Ks band is ∼2 to 1, and the Ks–W1 and Ks–W2 colors for young
M0–M5 dwarfs varies by less than 0.1 and 0.25 mag. So the Ks–L′ color
should reflect that of the brighter component. There is no evidence of
ROXs42B being variable in brightness.

2

The Astrophysical Journal, 774:11 (18pp), 2013 September 1 Kuzuhara et al.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. J - (∼1.2 µm), H- (∼1.6 µm), Ks- (∼2.2 µm), and L′-band (∼ 3.8 µm) images of the newly discovered exoplanet, GJ 504b. The four top panels show
images reduced with the LOCI pipeline ((a) J, (b) H, (c) Ks, and (d) L′). The corresponding signal-to-noise maps are shown on the four bottom panels ((e) J, (f) H,
(g) Ks, and (h) L′), in which the planet is detected with signal-to-noise ratios of 18.4, 9.0, 4.6, and 8.0, respectively. All signal-to-noise maps are shown at a stretch of
[–5, 5]. In all panels, the star is located approximately in the lower left corner. North is up and east is left.

(a) (b)

Figure 5. Discovery images of the exoplanet GJ 504b. The central 6′′ × 6′′ of two different high-contrast images were overlaid for this false color-composite image:
orange represents H band (∼1.6 µm; Subaru/HiCIAO; 2011 May 22), and blue represents J band (∼1.2 µm; Subaru/HiCIAO; 2012 April 12). The J-band image
was rotated by 0.◦9 to compensate for the planet’s observed orbital motion (cf. Figure 7). Panel (a) shows the intensity after suppressing flux from the central star.
Panel (b) shows the associated signal-to-noise ratio (∼9 in H; ∼18 in J). The orbital radius of Neptune (∼30 AU) is shown for comparison with our own solar system.
The planet GJ 504b is clearly visible as a white spot at a projected distance of 43.5 AU from the star GJ 504. The white color implies that the planet signal is persistent
in both observations, setting it apart from the uncorrelated residual noise in each of the constituent images.
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A Giant Planet Imaged in the Disk
of the Young Star b Pictoris
A.-M. Lagrange,1* M. Bonnefoy,1 G. Chauvin,1 D. Apai,2 D. Ehrenreich,1 A. Boccaletti,3
D. Gratadour,3 D. Rouan,3 D. Mouillet,1 S. Lacour,3 M. Kasper4

Here, we show that the ~10-million-year-old b Pictoris system hosts a massive giant planet, b Pictoris b,
located 8 to 15 astronomical units from the star. This result confirms that gas giant planets form rapidly
within disks and validates the use of disk structures as fingerprints of embedded planets. Among the few
planets already imaged, b Pictoris b is the closest to its parent star. Its short period could allow for
recording of the full orbit within 17 years.

Gasgiant planets form from dusty gas-rich
disks that surround young stars through
processes that are not completely under-

stood. Two general mechanisms of such planets
have been identified (1): (i) disk fragmentation
and (ii) accretion of gas onto a solid, typically
with a 5 to 10 Earth-mass (MEarth) core. Cur-
rently, available models do not offer a detailed
description of all of the physical and dynamical
steps involved in these processes. The lifetime of
gas-rich disks limits the availability of nebular
gas and, thus, defines the time window in which
gas giant planets can form. Once formed, giant
planets are predicted to interact with the disk and
distort it, possibly leading to characteristic disk
structures that can be used to infer the presence of
planets and to constrain their orbits. Up to now,
most giant planets have been detected around
stars that are several orders of magnitude older
than the lifetime of gas-rich circumstellar disks,
preventing the validation of models of disk-planet
interactions and the final phases of giant planet
accretion.

The young [~12+8–4 million years (My)],
nearby to the Sun (and, consequently, to Earth)
(19.3 T 0.2 pc), 1.75-solar-mass (MSun) star b
Pictoris (2, 3) hosts a wide (several hundreds of
astronomical units), tenuous edge-on circum-
stellar dust disk (4). It is composed of dust
particles continuously replenished through colli-
sions of larger solid bodies (planetesimals,
comets) and is referred to as a debris disk (5, 6),
in contrast to more massive gas-rich counterparts
around younger (ages of a few million years)
stars. This disk has been studied in great detail
over the past 25 years. Observations at optical to

the thermal infrared wavelengths revealed mul-
tiple disk structures (7–9), as well as asymmetries
in disk size, scale height, and surface-brightness
distributions (10, 11).

Some of these structures and asymmetries
have been theoretically linked to the presence of
one or more massive planets. An inner warp in
the disk plane (12, 13), in particular, can be
reproduced by detailed models that include a
planetary-mass companion (13, 14). In addition,
spectroscopic observations over several years
revealed sporadic high-velocity infall of ionized
gas to the star, attributed to the evaporation of
cometlike bodies grazing the star (5, 15, 16). The
observed comet infall has been attributed to the
gravitational perturbations by a giant planet with-
in the disk (17). Taken together, these data and
models suggest that the b Pictoris disk is populated
by dust, gas, solid kilometer-sized bodies, and
possibly one or more planets.

Near-infrared images of b Pictoris obtained in
2003 (18) show a faint (apparent magnitude L′ =
11.2 mag) pointlike source at ~8 astronomical
units (AU) in projected separation from the star,
within the northeast side of the dust disk. How-
ever, these data were not sufficient to determine
whether this source was a gravitationally bound
companion or an unrelated background star,
whose projected position in the plane of the sky

happened to be close to b Pictoris. Further ob-
servations in January and February 2009 did not
detect the companion candidate (19, 20), an out-
come fully consistent with the proper motion of b
Pictoris with respect to a background star and
with the orbital motion of a physically bound
companion.

Here, we present high-contrast and high-
spatial–resolution near-infrared images obtained
in October, November, and December 2009 with
the European Southern Observatory’s Very Large
Telescope’s (VLT) Adaptive Optics NaCo instru-
ment (21, 22) [see the supporting online material
(SOM) for more details on the observations and
data reduction]. The images obtained in October
2009 (Fig. 1) show a faint point source southwest
of the star, with a brightness (DL = L* – L = 7.8 T
0.3 mag, where L* is the apparent L-band magni-
tude of the star and L is the apparent L-band mag-
nitude of the planet) comparable to that (DL= L* –
L = 7.7 T 0.3) of the source-detected northeast
side of b Pictoris in November 2003 (Fig. 1). The
source lies at a projected separation of 297.6 T
16.3 milli–arc second (mas) and at a position
angle (PA) of 210.6 T 3.6°. Within the error bars,
the source is located in the plane of the disk. To
confirm the signal detected southwest of b
Pictoris in October 2009, we gathered further
data in November and December 2009. Together,
these data confirm the detection made in October
2009 (see SOM).

The images show that the source detected in
November 2003 could not have been a background
object (Fig. 2). If it was a background object, given
the star’s proper motion (table S1, SOM), the
November 2003 source would be located and
detectable 5.1 AU away, southeast (PA = 147.5°)
of b Pictoris in the fall of 2009. The data do not
show such a source (fig. S2). On the contrary, the
source position in fall 2009 is compatible with the
projected position in November 2003 if the source
is gravitationally bound to the star (see below).

Based on the system age, distance, and
apparent brightness of the companion, the widely
used Baraffe et al. (23) evolutionary models
predict a mass of ~9 T 3 Jupiter masses (MJup).

REPORTS

Fig. 1. b Pictoris imaged at L′ band (3.78 microns) with the VLT/NaCo instrument in November 2003
(left) and the fall of 2009 (right). We used images of the comparison star HR2435 to estimate and
remove the stellar halo (see SOM). Similar results are obtained when using angular differential imaging
(see SOM).
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Many more out there?
• Beta Pic b, HR 8799 bcde detected 

because of proximity and youth 
• Not representative of « median » target 

• New XAO instruments still fall short of 
main planet population around ice 
lines (2-5 au) 
• ELTs will be game-changing 

• Following up Gaia astrometric trends 
could be very productive in the coming 
years 

• HR 8799 system still pretty unique!

detected companions are indicated by red dots, plotted at their
inferred mass and projected separation at the first GPIES epoch,
as given in Table 2. In this figure, and in the subsequent
analysis, we assume masses for each companion inferred from
the BT-Settl models, the age of the system, and the H-band
magnitude, even if a more robust mass is available from full
SED fitting, to maintain consistency in the completeness
calculation. Most of these assumed masses are close to the
published mass, with the notable exception of HD 95086,
where the H-band magnitude and age suggest a mass of
2.6±0.4MJup, compared to 4.4±0.8MJup inferred from the
Ks-band magnitude and a bolometric correction (De Rosa et al.
2016). HD 95086 is a particularly unusual case, as its dusty
atmosphere leads to a redder spectrum than most models
predict. We note that the analysis below does not change
significantly whether a mass of 2.6 or 4.4MJup is used.

We also investigated the effect of utilizing full age posteriors
for each star, rather than using a single age for each target. We
considered the AB Dor moving group target star AN Sex, and
computed the completeness plot for a single age of 149Myr (as
used in this work), for a disjoint Gaussian, and for a symmetric
Gaussian. The disjoint Gaussian has a σ of 19Myr below
149Myr, and a σ of 51Myr above, to match the Bell et al.
(2015) age for the AB Dor moving group of 149 19

51
�
� Myr. The

symmetric Gaussian, computed for comparison, is given a σ of
20Myr (13% age uncertainty). As expected, assuming younger
ages result in more detectable planets compared to older ages;
however, the effect on the completeness plot is marginal. The
20% completeness contour, for example, moves at most 7% in
planet mass, with a median shift of 1%, for the disjoint
Gaussian. For the symmetric Gaussian, the effect is even
smaller, maximum of 5% and median 0.2%. In the symmetric
case, the contours move toward smaller planets (becoming

more sensitive when using a symmetric Gaussian age posterior
compared to a single age), while the completeness plot is less
sensitive for the disjoint Gaussian. Similar results are found for
the symmetric Gaussian even if the value of σ is doubled. We
thus expect a minor effect on our results by including age
posteriors for each target star, but this effect will be explored
more in depth in a future paper on the statistical constraints
from the full survey, once full age posteriors are available for
all of our stars.
Utilizing mass posteriors is expected to have an even smaller

effect on the completeness plots. Since simulated planets are
generated as a function of semimajor axis, stellar mass has no
effect on the completeness for a star observed at only a single
epoch (273 out of our 300 stars), as planets are randomly
assigned a mean anomaly, which does not require the period to
be known. For stars observed at multiple epochs, however,
period is needed to determine the amount of orbital motion
between the two observations, but given the slow orbital speeds
of these wide-separation planets, and that the observations
described here span less than two years, this is a minor effect as
well, especially as we typically reach 5% precision on stellar
mass on our targets.

5.2. A Correlation between Stellar Mass and Planet
Occurrence Rate

A shared feature of the planetary companions described in
Section 4 is that all orbit the higher-mass stars in our sample:
all host stars lie between 1.55 and 1.75Me (Figure 5). As
shown in Figure 1, there is no clear mass bias in our sample
toward higher masses; in fact, 177 out of 300 stars (59%) have
masses below 1.5Me. This trend is also the opposite from what
we would expect for observational biases: lower-mass stars are
intrinsically fainter, and thus the same achievable contrast
would correspond to a lower-mass detectable planet.
We investigate the strength of this trend by comparing

occurrence rates of wide-separation giant planets around higher-
mass stars and lower-mass stars, here defined to have a mass
determination above and below 1.5Me. We consider planets
with semimajor axis between 3 and 100 au, and planet mass
between 2 and 13MJup. These limits are chosen to encapsulate a
region of planet parameter space to which our observations are
most sensitive and encompass the detected planets in the GPIES
sample, which are between 2.6 and 12.9MJup and a projected
separation from 4.84 to 53.65 au (as shown in Figure 4). While
the depth of search is computed for semimajor axis, the most
direct measurement we have of each detected planet is projected
separation, so we have chosen a broad enough range of
semimajor axes so that planets at these projected separations are
unlikely to fall outside this range. Indeed, orbital monitoring of
each of these planets (De Rosa et al. 2015; Wang et al.
2016, 2018a; Rameau et al. 2016) place them solidly in this
range. We also begin by assuming planets are uniformly
distributed over this range in log space in both semimajor axis
and planet mass ( a md N

da dm
1 12

r � � ). This is not too dissimilar to
the power-law distributions for small-separation (a<3.1 au)
giant planets found by Cumming et al. (2008) of

a md N
da dm

0.61 1.312

r � � , obtained by converting the period dis-

tribution of PdN
dP

0.74r � to semimajor axis for solar-type stars.
For each star, then, we integrate the completeness to planets over
this range with uniform weight given to each log bin in
semimajor axis and mass.

Figure 4. Depth of search for the first 300 stars observed by GPIES, showing
the number of stars to which the survey is complete for planets and brown
dwarfs as a function of mass and semimajor axis. Overplotted in red circles are
the detected companions, plotted at the projected separation they were first
imaged by GPIES.
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Fig. 10. Comparison of the mean probability of detection for the present
survey (plain orange contours) with a simulated survey with GPI of
the same 42 targets (dashed blue contours). The mean probability of
detection is obtained using Monte-Carlo simulations as described in
Sect. 5.4. In addition to β Pic b (orange square) and the HR 8799 planets
(red circles), the giant planets detected around old A stars by Johnson
et al. (2010b, 2011) have been overplotted (purple triangles). The dot-
ted purple line shows the median detection threshold of the Bowler et al.
(2010a) RV survey around old A-type stars. The HR 8799 planets are
represented at their projected physical separation because the true phys-
ical separation is not yet known precisely. Note that Fomalhaut b has not
been included due to its uncertain nature (see e.g. Janson et al. 2012).

of separation and planet mass. Extreme AO data will determine
if the transition from a flat or rising population of close or-
bit planets to a declining population of wide orbit planets is
smooth or discontinuous and may discover a peak in the sepa-
ration distribution. The total number of planets detected in ex-
treme AO surveys, combined with trends measured for close or-
bit A-star planets, can be used as a test of formation models (e.g.
Crepp & Johnson 2011). Since the upcoming extreme AO in-
strument include integral field units, it will be possible to inves-
tigate the nature of the exoplanet atmospheres in addition to the
population statistics. Spectra of the currently imaged planetary
mass companions have revealed differences with brown dwarfs
of similar temperatures (e.g. Janson et al. 2010; Patience et al.
2010; Barman et al. 2011a,b; Skemer et al. 2011), and upcom-
ing AO observations will further explore the architectures and
atmospheres of exoplanets around A-stars.
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Fig. 1.— Demographics of planetary-mass companions detected
with various methods. Bold symbols denote the 175 compan-
ions with spectroscopic measurements constraining planet atmo-
spheres: directly imaged companions comprise a substantial frac-
tion of this population. Figure courtesy of Dmitry Savransky, us-
ing data from the NASA Exoplanet Archive.

The first direct images of planet candidates relied on
facility, general-use adaptive optics (AO) systems to de-
blur starlight or small space telescopes coupled with simple
coronagraphs (e.g. Chauvin et al. 2004; Kalas et al. 2008).
The past decade has seen the development, demonstration,
and honing of dedicated extreme AO systems coupled with
advanced coronagraphs and sophisticated post-processing
methods, allowing the detection of planets that are fainter
and less massive and/or located at smaller angular sepa-
rations probing smaller orbits (e.g. Macintosh et al. 2014;
Soummer et al. 2012; Mawet et al. 2012). In-development
extreme AO systems and upgrades to first-generation ex-
treme AO systems will provide images of exoplanets near
the ice line (Guyon et al. 2020; Males et al. 2020). The
Coronagraphic Instrument on NASA’s Roman Space Tele-
scope (Roman-CGI) could provide the first detections of
mature planets in reflected light (Spergel et al. 2013).

Planned ground-based extremely large telescopes and
proposed space missions promise to make the discovery of a
habitable, Earth-like exoplanet in the next 25 years a reality
(e.g. Lopez-Morales et al. 2019; Gaudi et al. 2020; The LU-
VOIR Team 2019; Quanz et al. 2021). These facilities will
endeavor to reveal biomarkers – e.g. water, oxygen, ozone
– in individual systems; surveys will provide the first as-
sessment of potential habitability around stars of different
masses and thus the true context for life on Earth. Tech-
nological innovation, atmospheric characterization, and de-
mographic studies of young jovian planets over the past
decade provide first, key steps towards this goal.

In this Chapter, we provide an updated description of
the state of our knowledge about detecting and character-
izing exoplanets by direct imaging and spectroscopy. The
last dedicated direct imaging review chapter in Protostars
and Planets was written in 2007 (Beuzit et al. 2007), be-
fore the first incontrovertable exoplanet imaging detections:
superjovian planets around HR 8799 and � Pic (Marois
et al. 2008b, 2010b; Lagrange et al. 2010). Previous re-
views from Traub and Oppenheimer (2010) and Bowler
(2016) bracket the start and end of the era of direct imag-
ing surveys with facility, conventional AO systems. Now,

5 1/2 years later, the first generation of extreme AO sur-
veys have ended, bringing new discoveries, fundamentally
new insights into atmospheric properties of individual sys-
tems and imaged planet demographics, the development of
substantially more powerful instrumentation, and tangible
plans for directly detecting true solar system analogues, in-
cluding Earths.

This Chapter is pedogogical in nature and is organized
as follows. In Section 2, we outline key direct imaging
instrumentation and methods, describing the challenges in
achieving planet detections by direct imaging, and detailing
critical, novel hardware and software needed to image plan-
ets. Section 3 summarizes our current inventory of directly
imaged exoplanets, discusses key challenges with interpret-
ing direct imaging detections, and outlines synergies with
other detection techniques.

Section 4 focuses on atmospheric characterization of ex-
oplanets by direct imaging and spectroscopy, using other
substellar objects (i.e. brown dwarfs) as anchors to pro-
vide empirical constraints on exoplanet atmospheres and
employing atmospheric models to infer intrinsic proper-
ties, including clouds, chemistry, and gravity. Next we
overview the architecture of directly imaged planetary sys-
tems gleaned from astrometric monitoring, dynamical mod-
els, and planet-disk interactions (Section 5). Section 6 sum-
marizes recent direct imaging surveys, the occurrence rates
and demographics derived from them, and what these re-
sults mean for models of jovian planet formation. Finally, in
Section 7 we forecast the future of direct imaging, describ-
ing how technological innovations and new, vastly more
powerful facilities may provide humanity with a glimpse
of a habitable world for the first time.

2. Direct Imaging Instrumentation and Methods

Direct imaging detections require separating the halo of
bright, highly structured scattered starlight from faint ex-
oplanet light. The key metric used to determine the de-
tectability of extrasolar planets is the planet-to-star con-
trast ratio at a given off-axis angular separation: the con-
trast ratio needed for a detection varies with planet prop-
erties (Sect 2.1). Key hardware like AO – or (more gen-
erally) wavefront control systems consisting of sensors and
deformable mirrors – and coronagraphs sharpens and then
then suppresses scattered starlight (Sect 2.2) to achieve
deep raw contrasts. Novel observing techniques allow post-
processing algorithms to further remove residual starlight,
increasing achievable contrast ratios and thus improving
planet detection capabilities (2.3).

2.1. Detectability of Planets by Direct Imaging

In absence of an atmosphere to blur starlight and wave-
front errors intrinsic to the optical system, an astronomi-
cal image of a point source (e.g. a distant star) follows
from the Fourier transform of the telescope pupil function.
For a simple unobscured circular aperture, the image inten-
sity follows an Airy pattern whose values compared to the
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Brown dwarf or planet?
• Exoplanet and (young) brown 
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redder and fainter magnitudes 
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delayed transition from cloudy 
(L-type) to cloud-free (T-type) 
atmospheres under low gravity

atmospheric condensates. Dust reddens spectra and can
modify the near-infrared colors and absolute magnitudes
of ultracool objects by several magnitudes. This intro-
duces another source of uncertainty if the spectral shape
is poorly constrained, though the difference between
dusty and cloud-free models is smaller at longer
wavelengths and higher temperatures.

One of the most important and unexpected empirical
results to emerge from direct imaging has been the
realization that young brown dwarfs and massive planets
retain photospheric clouds even at low effective tem-
peratures where older, high-gravity brown dwarfs have
already transitioned to T dwarfs (Chauvin et al. 2004;
Metchev & Hillenbrand 2006; Marois et al. 2008; Bowler
et al. 2010b, 2013; Patience et al. 2010; Faherty
et al. 2012; Liu et al. 2013; Filippazzo et al. 2015). This
is demonstrated in Figure 7, which shows the location of
imaged companions near and below the deuterium-
burning limit on the near-infrared color–color diagram.
At young ages, warm giant planets are significantly
redder than the field population of brown dwarfs, and
several of the most extreme examples have anomalously
low absolute magnitudes. For old brown dwarfs, this
evolution from dusty, CO-bearing L dwarfs to cloud-free,
methane-dominated T dwarfs takes place over a narrow
temperature range (∼1200–1400 K) but occurs at a lower
(albeit still poorly constrained) temperature for young gas
giants. The lack of methane is likely caused by
disequilibrium carbon chemistry at low surface gravities
as a result of vigorous vertical mixing (e.g., Barman
et al. 2011a; Ingraham et al. 2014; Skemer et al. 2014b;
Zahnle & Marley 2014), while the preservation of
photospheric condensates can be explained by a depen-
dency of cloud base pressure and particle size on surface
gravity (Marley et al. 2012). Unfortunately, the dearth of
known planets between ∼L5–T5 is the main limitation to
understanding this transition in detail (Figure 8).

In principle, the mass of a planet can also be inferred
by fitting synthetic spectra to the planet’s observed
spectrum or multi-band photometry. The mass can then
be obtained from best-fitting model as follows:

⎛
⎝⎜

⎞
⎠⎟� q �M M

R
R

12.76 10 . 3p
g

Jup
log 4.5 dex

Jup

2

( ) ( )( )

Here glog( ) is the surface gravity (in cm s−2) and R is the
planet’s radius. The radius can either be taken from
evolutionary models or alternatively from the multi-
plicative factor that scales the emergent model spectrum
to the observed flux-calibrated spectrum (or photometry)
of the planet. This scale factor corresponds to the planet’s
radius over its distance, squared (R2/d2; see Cushing

et al. 2008 for details).
Clearly the inferred mass is very sensitive to both the

surface gravity and the radius. In practice, gravity is
usually poorly constrained for model fits to brown dwarf
and giant planet spectra because its influence on the
emergent spectrum is more subtle (e.g., Cushing et al.
2008; Barman et al. 2011a; Bowler et al. 2011;
Macintosh et al. 2015). In addition, the scale factor
strongly depends on the model effective temperature
(r �Teff

4), which is typically not known to better than
∼100 K. Altogether, the current level of systematic

Figure 7. The modern color–magnitude diagram spans nearly 35 mag in the
near-infrared and 5 mag in J–K color. The directly imaged planets (bold
circles) extend the L dwarf sequence to redder colors and fainter absolute
magnitudes owing to a delayed transition from cloudy atmospheres to
condensate-free T dwarfs at low surface gravities. The details of this transition
for giant planets remains elusive. OBAFGK stars (gray) are from the extended
Hipparcos compilation XHIP (Anderson & Francis 2012); M dwarfs (orange)
are from Winters et al. (2015); late-M dwarfs (orange), L dwarfs (green), and T
dwarfs (light blue) are from Dupuy & Liu (2012); and Y dwarfs (blue) are
compiled largely from Dupuy et al. (2014), Tinney et al. (2014), and Beichman
et al. (2014) by T. Dupuy (2016, private communication). Directly imaged
planets or planet candidates (bold circles) represent all companions from
Table 1 with near-infrared photometry and parallactic distances.
(A color version of this figure is available in the online journal.)
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imperfections present in atmospheric models and
observed spectra of exoplanets (e.g., Greco &
Brandt 2016) mean that masses cannot yet be reliably
measured from fitting grids of synthetic spectra.

5. Deuterium burning history. As brown dwarfs with
masses between about 13MJup and 75MJup contract,
their core temperatures become hot enough to burn
deuterium, though not at sufficient rates to balance
surface radiative losses (e.g., Kumar 1963; Burrows &
Liebert 1993).2 The onset and timescale of deuterium
burning varies primarily with mass but also with
metallicity, helium fraction, and initial entropy (e.g.,
Spiegel et al. 2011); lower-mass brown dwarfs take
longer to initiate deuterium burning than objects near the
hydrogen-burning minimum mass. This additional tran-
sient energy source delays the otherwise invariable
cooling and causes luminosity tracks to overlap. Thus,
objects with the same luminosity and age can differ in
mass depending on their deuterium-burning history.
Many substellar companions fall in this ambiguous
region, complicating mass determinations by up to a
factor of ∼2 (Figure 6 and Table 1). With a large sample
of objects in this region, spectroscopy may ultimately be
able to distinguish higher- and lower-mass scenarios
through relative surface gravity measurements (Bowler
et al. 2013).

6. Planet composition. The gas and ice giants in the Solar
System are enriched in heavy elements compared to solar
values. The specific mechanism for this enhancement is
still under debate but exoplanets formed via core
accretion are expected to show similar compositional
and abundance ratio differences compared to their host
stars, whereas planets formed through cloud fragmenta-
tion or disk instability are probably quite similar to the
stars they orbit. The bulk composition of planets modifies
their atmospheric opacities and influences both their
emergent spectra and luminosity evolution (Fortney
et al. 2008). A common practice when deriving masses
for imaged planets is to assume solar abundances, which
is largely dictated by the availability of published
atmospheric and evolutionary models. Many of these
assumptions can be removed with atmospheric retrieval
methods by directly fitting for atomic and molecular
abundances (Lee et al. 2013; Line et al. 2014; Todorov
et al. 2016).

7. Additional sources of uncertainty. A number of other
factors and implicit assumptions can also introduce
random and systematic uncertainties in mass derivations.
Different methods of PSF subtraction can bias photo-
metry if planet self-subtraction or speckle over-subtrac-
tion is not properly corrected (e.g., Marois et al. 2006;
Lafrenière et al. 2007a; Soummer et al. 2012). Photo-
metric variability from rapidly changing or rotationally
modulated surface features can introduce uncertainties in
relative photometry (e.g., Radigan et al. 2014; Biller et al.

Figure 8. Ultracool substellar companions with well-constrained ages and spectroscopically derived classifications. Red circles are low-mass stars and brown dwarfs
(>13 MJup) while blue circles show companions near and below the deuterium-burning limit. Companions are primarily from Deacon et al. (2014) together with
additional discoveries from the literature.
(A color version of this figure is available in the online journal.)

2 Solar-metallicity brown dwarfs with masses above ≈63 MJup can also burn
lithium. This limit changes slightly for non-solar values (Burrows et al. 2001).
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